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TOPIC ONE

INTRODUCTION TO RESEARCH:

OBJECTIVES
At the end of the chapter, a student should betable

» Understand why research is studied

Appreciate the value of acquiring research skills
Define the terms — research and business research
State and explain the purpose of research

Explain the nature of scientific research

Explain what is good research

Describe the various classes of research

Describe the various types of research

VVVVVYVYY

1.0 Introduction

The managers of tomorrow will need to know morenthay managers in history. Research will
be a major contributor to that knowledge. Managelisfind knowledge of research methods to
be of value in many situations. Business reselaashan inherent value to the extent that it helps
the management make better decisions. Interestiiogmation about consumers, employers or
competitors might be pleasant to have but its velienited if the information cannot be applied
to a critical decision. If a study does not hélp thanagement to select more efficient, less risky,
or more profitable alternatives than otherwise wlooé the case, its use should be questioned.
The important point is that research in a busirEsdaronment finds its justification in the
contribution it makes to the decision maker’s tasH to the bottom line.

At the minimum, one objective of this study matkeisao make you a more intelligent consumer
of research products prepared by others, as wdikaable to do quality research for your own

decisions and those of others to whom you report.

1.1 Why Study Research

The study of research methods provides you withwkedge and skills you need to solve
problems and meet the challenges of a fast-pacetsioie-making environment. Business
research courses are recognition that studentaupngpo manage businesses, not-for-profit and
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public organizations in all functional areas — n@athing in a disciplined process for condagcting
an inquiry related to a management dilemma. Tiasers stimulate an interest in as¢ientific
approach to decision making:

» The Manager’s increased need for more and befiammation

» The availability of improved techniques and toasreet this need, and

» The resulting information overload if disciplinexinot employed in the process

During the last two decades, we have witnessed atfarohanges in the business environment.
Emerging from a historically economic role, theibess organization has evolved in response to
the social and political mandates of natural pulpladicy, explosive technology growth, and
continuing innovations in global communicationshe¥e changes have created new knowledge
needs for the Manager and new publics to consideenwevaluating any decision. Other
knowledgeable demands have arisen from problemls miergers, trade policies, protected
markets, technology transfers, and macroeconomiogs— investment issues.

The trend toward complexity has increased theasdociated with business decisions, making it
more important to have a sound information basechEof the factors listed below, which
characterize the complex business decision-makmyanment, demands that managers have
more and better information on which to base densi

» There are more variables to consider in every d®tis

* More knowledge exists in every field of management

* Global and domestic competition is more vigorousghwnany businesses downsizing to re-
focus on primary competencies, reduce costs an@ @k petitive gains.

» The quality of theories and models to explain taitand strategic results is improving.

* Government continues to show concern with all aspet society, becoming increasingly
aggressive in protecting these various publics.

» Workers, shareholders, customers, and the genebdicpare demanding to be included in
company decision-making; they are better informad eore sensitive to their own self
interest than ever before.

* Organizations are increasingly practicimigqta mining, learning to extract meaningful
knowledge from volumes of data contained witimternal databases

» Computer advances have allowed businesses to ¢heasechitecture for data warehousing,
electronic storehouses where vast arrays of celfeantegrated data are ready for mining.

* The power and ease of use of today’s computer e us the capability to analyze data
to deal with today’s complex managerial problems.

» Technigues of quantitative analysis take advantaigéncreasingly powerful computing
capabilities.

* The number and power of the tools used to condesdarch have increased, commensurate
with the growing complexity of business decisions.



To do well in such an environment, you will need understand how to identify guality
information and to recognize the solid, reliablse@ch on which your high-risk decisiéns as a
Manager can be based. You also will need to know to conduct such research. sDeveloping
these skills requires understanding of scientifiethnod as it applies to the mangagerial decision
making environment. This study material addregses needs as an information processor.

The value of Acquiring Skills

You can profit by having research skills in at tessven situations:

a. As a decision maker (Manager) you will often fde¢ theed for more information before
selecting a course of action. Your options aratéichif there is no one to whom you can
delegate this task. You either make an initiajwvdgment without gathering additional
information, or you gather the data yourself widm& reasonable level of skill. Gathering
information may involve data mining existing datsés and information sources or
collecting new information. At the early levels ydur career in management, when your
experience is limited and your initiative judgméeds reliable, it should be obvious which
option is better.

b. In a second instance, you could be called to desaarch study for a higher-level executive.
Such a task often coming early in your career @sden as a career-boosting opportunity, it
can be the chance to make a favorable impressidhabiExecutive.

c. The third scenario has you buying research senfroaes others or evaluating proposals for
research prepared by others. If you understandetesmarch design proposed and adequately
judge the quality of the planned activities and likelihood that such activities will assist
you in making a decision you can save your Orgdiozdoth time and money.

d. Because much decision making relies on using indtion collected during prior research
projects, with research skills you will be ablebicome a more discriminating consumer of
the information given by research consultants farmation contained in research journals.

e. Research can also enable you to sense, spot ahdvidlegoroblems before they become
serious. It will enable you to identify the speciactors that are behind an existing problem.

f. Knowledge in research methods enhances the sdatysittd a manager to the
multidimensional nature of issues affecting theanigation. This enables him/her to avoid
inappropriate simplistic notions of one variablaigiag another. Eg. Motivation involves
much more just raising the salaries for employees.

g. Another reason to study research methods is so/thatmay establish a career as a research
specialist. As a specialized function, researd@rsfattractive career opportunities especially
in financial analysis, marketing research, operatioesearch, public relations and human
resource management. Job opportunities for resegpecialists exist in all fields of
management and in all industries.



1.2 Meaning of research and business research

Kerlinger Fred N. has defined scientific researshaaystematic, controlled, empitical and
critical investigation of natural phenomena guidedby theory and hypothesis® about the
presumed relations among such phenomena.

The termssystematic and controlled in this definition refer to the degree to which the
observations are controlled and alternative expians of the outcome are ruled out.

The termsempirical andcritical permit to the requirements for the researchees$o gubjective
beliefs against objective reality and have theifigd open to further scrutiny and testing.

These qualities are what the author meanscmntific.

C. C Crawford defines research as a systematicrefintied technique of thinking, employing
specialized tools, instruments and procedures dieroto obtain a more adequate solution to a
problem.

Generally speaking, research can be defined agedut@and systematic means of solving a
problem. It is a careful and systematic attempdrtavide answers to questions and these answers
may be abstract or general or highly concrete getiBc. Research is directed towards a
specific area for the purpose of discovering, piteting or applying facts, principles or theories.
As a scientific study, research calls for carefbkervations of phenomenon, recording and
analyzing of data in order to reach sound and fenabnclusion on the basis of available
evidence.

The systematic and scholarly application of scfenthethods interpreted in its broadcast sense
to the solutions of business enterprises can beidered as business research. Therefore
business research can be defined as a systenwaiotific enquiry that provides information to
guide business decisions.

Business research could encampus the study of humswource management, marketing
research, entrepreneurship etc. for example, irketiag research we could address issues
pertaining to product image, advertising, salesmmtons, packaging and branding, pricing, new
product development.

How scientific is Business Research?

The development of scientific method in busineseaech lags behind similar developments in
the physical sciences. Physical scientists haea b&ore vigorous in their concepts and research
procedures. They are much more advanced in theary development than business scientists.
The public domain has sponsored much physical relsesome of it for hundreds of years.



Governments have allocated billions of dollarsupmort such research, driven by motivaiion to
overcome disease or to improve the human conditiblations driven by threat of séar and
national pride have also played a major role indbeance of physical science. Much of the
findings of their research are in the public domain

Business research is of much more recent origin @ndargely supported by business

organizations that hope to achieve a competitiveaathge. Research methods and findings
cannot be patented, and sharing findings oftenlteesua loss of competitive advantage; “The

more valuable the research result is, the gre&value in keeping it secret.” Under such
conditions, access to findings is obviously resédc Even though there is a growing amount of
academic business research it receives meager rsupphen compared to research in the
physical sciences.

Business research operates in a less favorableoenvent in other ways too. Physical research
is normally conducted under controlled laboratopnditions, business research seldom is.
Business research normally deals with topics sediuanan attitudes behavior, and performance.
People think they already know a lot about thepectoand do not really accept research findings
that differ from their opinions.

Even with these hindrances, business researchersaking great strides in the scientific arena.
New techniques are being developed, and vigorossareh procedures are advancing rapidly.
Computers and powerful analytical methods haverimrted to this movement but a greater
understanding of the basic principles of soundaeeteis more important.

One outcome of these trends is that research-lmsesion making will be more widely used in
the future than it has been in the past. Managbosare not prepared for this change will be at a
severe disadvantage.

1.3 Purposes of Research

a) Discover new Knowledge

The main purpose of research is to discover newvladge. This involves the discovery of new
facts, their correct interpretation and practigaplacation. Although there are other sources of
knowledge, research remains the most efficientrahdble source of knowledge. It is the most
accurate system of securing useful knowledge. eQufien, a scientist will take an interest in a
topic without having any other clear ideas abouatth expect in the way of relationship among
variables. Initially, the relevant variables am@ even clear. The initial research, infact may
have the identification of important variables tsprimary purpose.



b) Exploration

Much of social research is conducted to explorepict to provide a beginning familiagiey with
that topic. This purpose is typically when a resker is examining a new interestor when the
subject of study is itself relatively new and uriséal.

Example Jet's suppose that widespread taxpayer dissatisfawith the Government erupts into
a tax payer’s revolt. People begin refusing to fagir taxes and they organize themselves
around that issue. You might want to learn moreualthe movement. How widespread is it?
What levels and degrees of support are there witténcommunity? How is the movement
organized? What kinds of people are active in it Ynight undertake an exploratory study to
obtain at least appropriate answers to some thessigns.

Exploratory studies are also appropriate in thes gaflsmore persistent phenomena. Perhaps a
college student is unhappy with the college’s dtonyiregulations and wants to work towards
changing them. Exploratory studies are more tylyickone for three purposes:

1. To satisfy the researcher’s curiosity and desirdé&iter understanding

2. To test the feasibility of undertaking a more carstudy; and

3. To develop the methods to be employed in a momfuastudy.

c) Description

A major purpose of many studies is to describeasitns and events. Descriptive studies try to
discover answers to the questiom$io, what, when, where and sometimes hdwe researcher
observes and then describes what was observe@ngus is an excellent example of descriptive
social research. The goal of the census is toritbesaccurately and precisely a wide variety of
characteristics of a population, as well as theugadpn of smaller areas such as towns and rural
councils. Other examples of descriptive studies the computation of age-sex profiles of
population done by demographers and the computafiorime rates for different towns. A poll
conducted during a political election campaign Mlas purpose of describing the voting
intentions of the electorate.

d) Explanation

Reporting the voting intentions of an electorata mescriptive activity, but reporting why some
people plan to vote for candidate A and otherscfamdidate B is an explanatory activity, as
reporting why some towns have higher crime ratasdthers.

A researcher has an explanatory purpose is ifhbetsishes to know why a student’s

demonstration ended in a violent confrontation withice, as opposed to simply describing what
happened.

e) Prediction
Prediction is the ability to estimate phenomena ey B. If we can provide a plausible
explanation of an event after it has occurred; dasirable to be able to predict when and in what



situations the event will occur. For example, #ngation industry may be interested in
explaining the radiation risks for flight crews apdssengers from the sun and stars. The
variables might include attitude, proximity or agutes to the poles, time of yearsand aircraft
shielding. Perhaps the relations among the fouiabies explain the radiationrisk variable.
This type of study often calls for a high orderimfierence making. Why, for example would a
flight at a specified attitude at one time of thealy not produce so great a radiation risk to the
airliner’s occupants as the same flight in anogeason? The answer to such a question would
be valuable in planning air routes.

f) Involuntary research
The researcher undertakes it as a result of extpneasure to do so. There are two major
categories:
» Junior faculty members whose professional secorigdvancement may depend, in part,
on scientific publications; and
» College students who must undertake research igfystite requirements of a course in
research methods.

Characteristics (hallmarks of scientific research)
The main distinguishing characteristics of scientiésearch include:

i) Purposiveness
Any good scientific research must have a definitea ar purpose, ie, it must be focused;
otherwise it will fail to be systematic and direstteA statement of the purpose of study guides in
the achievement of the research objectives, aipahcesearch design and valid reliable results.
Without such a focus it will be difficult for theesearch to achieve its objectives or test
hypothesis.

i) Rigor

A good theoretical base and a sound methodologyldvadd rigor to a purposive study,

Conclusions drawn from an investigation that laakgood theoretical foundation would be
unscientific. Therefore, rigorous research invehe good theory base and a carefully
thought out methodology, factors which enable tsearcher to collect the right kind of
information for an appropriate data analysis, amg\at valid conclusions.

iii) Testability
Scientific research blends itself to testing lotlicdeveloped hypothesis to see whether or not
the data supports the proposed hypothesis.
This means that the hypothesis must be developedatareful study of the problem.
Hypothesis is tested by applying certain statistests to the data collected for that purpose. If
the hypothesis developed is not quite testablge#@kens a scientific investigation. This happens
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when the variables developed are too abstract dficutt to measure or observe ie personality,
obedience, understanding, job interest, commitrrientpremence etc.

iv) Replicability
Replicability in scientific research cohorts thhe tresults of the research or the tests of the
hypothesis should be supported again and again Wieeresearch is repeated in other similar
circumstances, the Replicability gives confideneeour research design and hence makes it
scientific.

V) Precision and confidence
Precision refers to how close the findings based sample are to the reality. Precision reflects
the degree of exatitude of the results based osahwle to the phenomena studies on they exist
in the universe or the actual population. Theealogur results are to the expected or predicted
phenomena the higher the precision.

Confidence refers to the probability that our eaties are correct. It is not merely enough to be
precise but that it is important to be 95% sureamfident that our estimates are correct and that
there is only a 5% chance of our being wrong. Téialso known as the confidence level that
given perfection we would like to be 100% corrétaging that if you have too much error for
someone who has to take a rocket to the moon,yikenresearch leaves a lot to be desired.

The narrower the gap within which we can estimagrange of our predictions, and the greater
the confidence we have in our research results,mbee useful and scientific the findings
become. Precision and confidence can thereforeldtained by only appropriate scientific
sampling designs.

Vi) Objectivity
The conclusions drawn through the interpretatiorthef results of our data analysis should be
objective and based on facts resulting from theaalata and not from our own subjective or
emotional values. The more objective the integiiet of the data, the more scientific the
research investigation

vii)  Generalisability
This refers to the (scope) of applicability of thesearch findings. The wider the range of
applicability of the solutions generated by reskatbe more useful the research is.
Generalisability will depend on how elaborate tampling design was. The kind of instruments
used in data collection and objectivity shown ie thterpretation of data.



viii)  Parsimony
This refers to the simplicity of explaining the ploenena or problems that occur ai¥d in the
applications of solutions to the problems. Beimgme in explaining the outcames of the
research is always preferred to complex researamdworks that consider.@n imaginable
number of factors. Being scientific does not mtet we have to be complicated, we come up
with too many variables that cannot be analyzed tand end up making the whole research
invalid.

Characteristics of good research

Good research generates dependable data, beingedieby practices that are conducted

professionally that can be used reliably for manag@ decision making. Good research differs
from poor research that is carelessly planned amdiucted resulting in data that a manager
can’t use to reduce his or her decision-makingstistéood research follows the standards of the
scientific methods. These include:

i) Purpose clearly defined
The purpose of the research the problem involveth®recision to be made should be clearly
defined and sharply delineated in terms as unarobgas possible. The statement of the
decision problem should include its scope, limitasi and precise specifications of the meanings
of all words and terms significant to the researEhilure of the researcher to do this adequately
may raise legitimate doubts in the minds of redeaeport readers as to whether the researcher
has sufficient understanding of the problem to maksound proposal to attack it. This
characteristic is comparable to developing a siratelan before developing a tactical plan or an
action map for achieving an objective.

i) Research process detailed
The research procedures used should be describesiffitient detail to permit another
researcher to repeat the research. Except wheecgers imposed, research reports should
reveal with candor the sources of data and the siegmvhich they were obtained. Omissions of
significant procedural details make it difficult eampossible to estimate the validity and
reliability of the data and justifiably weaken tbenfidence of the reader in the research and any
recommendations based on the research. This t¢hasdc is comparable to developing a
tactical plan.

iii) Research design thoroughly planned
The procedural design of the research should befudbr planned to yield results that are as
objective as possible. When a sampling of the [adjoun is involved the report should include
evidence concerning the degree of representatifeébeosample. A survey of opinions or
recollections ought not to be used when more rigliabidence is available from documentary
sources or by direct observation.



Bibliographic searches should be as thorough amdptzie as possible. Experiments should
have satisfactory controls. Direct observatiorsusthbe recorded in writing as soortas possible
after the event. Efforts should be made to minarttze influence of personal hias in selecting
and recording data. This characteristic is comyar#o developing detailed action plans for
each tactic.

iv) High ethical standards applied
Researchers often work independently and havefsigni latitude in designing and executing
research projects. A research design that incledfesgguards against causing mental or physical
harm to participants and makes data integrity s fariority should be highly valued. Ethical
issues in research reflect important moral concehwt the practice of responsible behavior in
society. Researchers frequently find themselvegriously balancing the rights of their
subjects against the scientific dictates of théiosen method. When this occurs, they have a
responsibility to guard the welfare of the partaigs in the studies, and also the organizations to
which they belong, their clients, colleagues arahtbelves.

Careful consideration must be given to researthaons when there is a possibility for
physical or psychological harm, exploitation, ineasof privacy, and loss of dignity. The
research need must be weighed against the potdatiaddverse effects. Typically you can
redesign a study, but sometimes you cannot. Tkeareher should be prepared for this
dilemma.

V) Limitations frankly revealed

The researcher should report, with complete frasgn#taws in procedural design and estimate
their effect on the findings. There are very fewf@et research designs. Some of the
imperfections may have little effect on the valdand reliability of the data. Others may

invalidate them entirely. A competent research@ukhbe sensitive to the effects of imperfect
design and his or her experience in analyzing #ta gdhould provide a basis for estimating their
influence. As a decision maker, you should questiee value of research where no limitations
are reported.

Vi) Adequate analysis for decision makers need
Analysis of the data should be sufficiently adequatreveal its significance and the methods of
analysis is used should be appropriate. The extenthich this criterion is met is frequently a
good measure of the competence of the research@equate analysis of the data is the most
difficult phase of research for the novice. Thédrey and reliability of data should be checked
carefully. The data should be classified in wayat tassist the researcher to reach pertinent
conclusions and clearly reveal the findings thadléo those conclusions. When statistical
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methods are used the probability of error shouldebtmated and the criteria of statistical
significance applied.

vil)  Findings presented unambiguously

Language that is restrained clear and precisertassethat are carefully drawn and hedged with
appropriate reservations and an apparent effaachieve maximum objectivity tend to leave a

favorable impression of the researcher with thasitat maker. Generalizations that outrun the
evidence on which they are based, exaggerationsuandcessary verbiage tend to leave an
unfavorable impression. Such reports are not védudab managers wading through the

minefields of business decision making. Preseoriatif data should be comprehensive easily
understood by the decision maker, and organizethatothe decision maker can readily locate
critical findings.

viii)  Conclusions justified
Conclusions should be confined to those justifigdie data of the research and limited to those
of which the data provided an adequate basis. dResers are often tempted to broaden the
basis of induction by including personal experienaed their interpretations- data not subject to
the controls under which the research data weteegad.

Equally undesirable is all too frequent practicelwing conclusions from a study of a limited
populations and applying them universally. Redsansmay also be tempted to rely too heavily
on data collected in a prior study and use it mititerpretation of a new study. Such a practice
is sometimes prevalent among research specialistscanfine their work to clients in a small
industry. These actions tend to decrease the tbjg®f research and weaken confidence in the
findings. Good researchers always specify the itiond under which their conclusions seem to
be valid.

iX) Researcher’s experience reflected
Greater confidence in the research is warrantetiafresearcher is experienced, has a good
reputation in research, and is a person of integWere it possible for the reader of a research
report to obtain sufficient information about tlesearcher, this criteria perhaps would be one of
the best bases for judging the degree of confideangiece of research warrants and the value of
any decision on which it rests. For this reasbe, research report should contain information
about the qualifications of the researcher.
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Table 1 SUMMARY

CHARACTERISTICS OF A
GOOD RESEARCH

WHAT ONE SHOULD LOOK FOR IN RESEARCH~SONE
BY OTHERS OR INCLUDE IN SELF-DIRECTELE:
RESEARCH

Purpose clearly defined

Research problem cleaalgdt

Research process detailed

Researcher provides emmpsearch proposal

Research design thoroughly
planned

Exploratory procedures are outlined with constraetned.
Sample unit is clearly described along with sangplin
methodology

Data collection procedures are selected and designe

Limitations frankly revealed

Desired procedureaspared with actual procedure in
report
Desired sample is compared with actual sampleparte
Impact in findings and conclusions are detailed.

High ethical standards applied

Safeguards areaiceptio protect study participants,
organizations, clients and researchers.
Recommendations do not exceed the scope of thg stud
The study’s methodology and limitations sectiorfke ot
researcher restraint and concern for accuracy.

Adequate analysis for decision
maker’'s needs

Sufficient detailed findings are tied to collectimstruments

Findings presented
unambiguously

Findings are clearly presented in words, tablesgraghs
Findings are logically organized to facilitate reiag a
decision about the manager’s problem

Executive summary of conclusions is outlined
Detailed table of contents is tied to the conclnsiand
findings presentation.

Conclusions justified

Decision-based conclusiomsmatched with detailed
findings

Researcher’s experience
reflected

Researcher provides experience/credentials witbrrep

The Manager — Researcher relationship

Information gathering is an integral part of anynager’s job. So it is not surprising that many
managers do their own research at least part dfrttee The lower a manager is in the decision-
making hierarchy the more likely he/she is to dostmof her or his own research. When
managers lack either research time or talent, thay delegate the task to a staff assistant or a
research specialist. This delegation of respolityil@an result in greater synergy especially if

the research decision driven and each party malkell acontribution to the joint venture.

However, the separation of research user from relseaonductor can pose problems in data
analysis, interpretation, conclusion finding andoramendations. This is why businesses that
regularly use outside research specialists oftentlus same firm repeatedly: knowledge of the
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company, its people and its processes is as driinaknowledge of the decision-making
dilemma.

In an organizational setting, the researcher shimakl on the manager as a client. ;An effective
working relationship between researcher and manageot achieved unless hgtn fulfill their
respective obligations and several critical basreme overcome.

a) Manager-Researcher Contribution

The obligations of mangers are to specify theibfgms and provide researchers with adequate
background information and access to company irdtion gatekeepers. It is usually more
effective if managers state their problems in teofthe decision choices they must make rather
than specify the information they think they nedtlthis is done, both manager and researcher
can jointly decide what information is needed.

Meru manufacturer’s customer affairs manager Beldimma as a staff rather than a line
manager may need assistance from managers withelgponsibilities to define those plausible

actions that could affect post purchase servicehe 8as clearly been charged with the
responsibility to execute the customer satisfacstudy, but she does not have authority to
implement conclusions affecting for example, prdadengineering, product manufacture or

distributor relationships. Thus she needs to fglanith those line managers what courses of
action might be taken to correct identified proldemif, however, dissatisfaction is arising

because of how customers with questions are treabeth interacting with the customer affair

staff, Beldina has direct line authority to determiplausible actions to correct such problems
within her own domain.

Researchers also have obligations. Organizatigpsce them to develop a creative research
design that will provide answers to important bass questions. Not only should researchers
provide data analyzed in terms of the problems iipdc but they also should point out the
implications that flow from the results. In theopess, conflict may arise between what the
decision maker wants and what the researcher aander or thinks should be provided. The
decision maker wants certainity and simple exptettommendations, while the researcher often
can offer only probabilities and hedged interpretet. This conflict is inherent in their
respective roles and has no simple resolution. évew a workable balance can usually be
found in each person is sensitive to the demandsestrictions imposed on the other.

b) Manager-Researcher conflicts

Some conflicts between decision makers and researdre traced to management’s limited
exposure to research. Managers’ seldon have dahmal training in research methodology or

research expertise gained through experience. Auad,to the explosive growth of research

technology in recent years, a knowledge gap is Idped between managers and research
specialists as model building and more sophisticateestigative techniques have come into
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use. Thus the research specialist removes the rmaarfiamn his or her comfort zone, OThe
manager must now put his or her faith and sometitaeser in the hands of research.sgecialists
and hope for the best.

In addition, managers often see research peopllereats to their personal status. Managers will
view management on the domain of the ‘intuitivastirivho is the master of this area. They
may believe a request for research assistancedmibiey are inadequate to the task. These fears
are often justified. The researcher’s functionagest old ideas as well as new ones. To the
insecure manager, the researcher is a potenta! riv

The researcher will inevitable have to considerdbmorate culture and political situations that

develop in any Organization. Members strive to rtaimtheir niches and may seek ascendancy
over their colleagues. Coalitions form and peapigage in various self-serving activities, both

overt and covert. As a result, research is bloakdtie findings or objectives of the research are
distorted for an individual's self-serving purposgo allow one’s operations to be probed with a

critical eye maybe to invite trouble from othersmpeting for promotion, resources or other

forms of organizational power.

A fourth source of stress for researchers is thequent isolations from managers. Researchers
draw back into their speciality and talk among teelmes. Management’s lack of understanding
of research techniques compounds this problem. ré@$earch department can become isolated;
reducing the effectiveness of conclusions a rebeamay draw from research findings.

These problems have caused some people to adubeatse of a research generalist: such a
person would head the research activity, help mensagetail their research needs, and translate
these needs into research problems. S/he alsalViacilitate the flow of information between
manager and researcher that is so important fagiog the researcher into the decision-making
process.

Decision-driven Research

Business research has an inherent value to thatetttat it helps management make better
decisions. Interesting information about consumemgployees or competitors might be pleasant
to have, but its value is limited if the informaticannot be applied to a critical decision. If a
study does not help management select more effjciess risky, or more profitable alternatives
than otherwise would be the case, its use shoulduestioned. The important point is that
applied research in a business environment firegidtification in the contribution it makes to
the decision maker’s task and to the bottom line.
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1.4 Types of research

Classification of Research

In the fields of general education, health educatighysical education, recredtion, etc there
exists different kinds of problems, consequentiffecent types of research are used to solve
these problems. Research in general can be atmk%if categorized in many ways. The
following are the basic modes of classification:

» The field of study in which the research is conddct i.e. discipline; for example
educational research, sociological research, macke¢search etc

» The place where the research is conducted. Hemcdalk in forms of field research,
laboratory research, community research etc.

> Application of the research — the way/mode in whiwh findings of the research will be used
eg, Action research, service research etc

» Purpose of the research ie basic research, aaggarch, applied research and evaluation
research.

» By methods of analysis, ie, descriptive researcheampirical research

» Character of data collected ie qualitative researadhquantitive research.

» Procedure/Design used — experimental researcheguegearch etc.

Types of Research

1. Basic research
It is also referred to as pure or fundamental me$ea It is a type of research which is

characterized by a desire to know or to expoundrthrgiers of knowledge. It is research based
on the creation of new knowledge. It is mainlydietical and for advancement of knowledge.
Basic researchers are interested in deriving stiekhowledge which will be a broad base for
further research. The main purpose for condudtigresearch is to generate more information
and understanding the phenomena that operate itnaien. The aim is not usually to apply
findings, to solve an immediate problem but ratih@r understand more about a certain
phenomena and expound that knowledge.

Another focus of basic research is to generate keowledge in order to refine or expand
existing theories. However, there is no considenadf the practical applications of the findings
to actual problems or situations. Such researds ¢t@wever often lead to further research of
the practical nature and may infact provide the/\asis of this further research.

Applied Research

The type of research which is conducted for purpafsenproving present practice, normally
applied research is conducted for the purposepplfyimmg or testing theory and evaluating its
usefulness in solving problems. Applied reseamdvipges data to support theory or suggest the
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development of new theories. It is the researatedeith the intention of applying the resuiis of
its findings to solve specific problems, curreriiBing experienced in an Organization,

Action Research

This is a small scale intervention in the functranpf the real world and a closesgxamination of
the effects of such interventions. Action reseasamormally situational and it is concerned with
diagnosing a problem in a specific context andgpténg to solve it in that context.

Normally action research is conducted with thempary intention of solving a specific,
immediate and concrete problem in a local settimgction research is not concerned with
whether the results of the study are generalizexthier settings, since its major goal is to seek a
solution to a given problem. Action research mitied in its contribution to theory, but it is
useful because it provides answers to problemscHratot wait for theoretical solutions.

Descriptive Research

A descriptive study is undertaken in order to aseerand be able to describe the characteristics
of variables in a situation. Quite often descwuptstudies are undertaken in organizations in
order to learn about and describe characterisfiesnployees. Eg Education level, job status,

length of service etc

The most prevalent method of gathering informatioa descriptive study is the questionnaire.
Others include: interviews, job analysis, documengaalysis etc. Descriptive statistics such as
the mean, standard, deviation, frequencies, peagestare used in the analysis of descriptive
research.

Correlational Research

Correlation research is descriptive in that it agnpresume a cause-and-effect relationship. It
can only establish that there is an associatiowdsst two or more traits or performance. This
involves collecting data to determine whether aatrehship exists between two or more

guantifiable variables. The main purpose of catreh research is to describe the nature of the
relationship between the two variables. Corretatiogesearch helps in identifying the magnitude
if the relationship.

Many techniques have been deviced to provide ubl witmerical representations of such
relationships and these are known as measuressotiason The most commonly used
measures of association are two:

» Pearson’s product moment of coefficients.

» Spearman’s rank order correlation.
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Correlational techniques are generally intendeshswer 3 questions:
1. Is there a relationship between the two variables?
2. If the answer is Yes, what is the direction of thiationship (nature of relatiogiship) (- or
+)
3. What is the magnitude of the relationship?

Casual Research

A casual study is one which is done to establidefanative ‘cause’ ‘effect’ relationship among
variables. In this type of research, the researishieeen to delineating one or more factors that
are certainly causing the problem. The intentibthe researcher conducting a casual study is to
be able to state that variable X cause’s variabte ¥hange. A casual study is more effective in
a situation where the researcher has already fashthe cause of the problem. However, this
type of a design is limiting in that quite ofteispecially in an Organization, there are a multiple
cases of a problem which are linked to many fadBoes a payrise cause higher productivity?

Historical Research
This is the systematic and objective location ayritteesis of evidence in order to establish facts
and draw conclusions about past events. The dustafrical research involves the identification
and limitation of a problem of an area of study ebhis based on past events. The researcher
aims to:
* Locate as many pertinent sources of informationpassible concerning the specific
problem.
* Then analyze the information to ascertain its autibgy and accuracy, and then be able
to use it to generalize on future occurrences.

Historical research is important because:

i) It enables solutions to contemporary problems teddeed in the past.

i) Historical research throws light on present andritrends.

iii) Historical research allows for the revelation ofadan relation to select hypothesis, theories
and generalizations that are presently held alb@upast.

Ability of history to employ the past, to predittet future and to use the present to explain the
past gives historical research a dual and uniqaditguwhich makes is exceptionally useful for
all types of scholarly study and research.

Experimental Research

In experimental research, the investigator delitaéyacontrols and manipulates the conditions
which determine the events to which he is intedesteinvolves making a change in the value of
one variable (the independent variable) and obsgrtihe effect of that change on another
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variable (the dependent variable). In experimetdsign, the independent variable is a stimnulus
ie, it is stimulated while the dependent variablesisponsive.

If all extraneous factors can be successfully el then the researcher can resume that
changes in the dependent variable are due to tlepéandent variable.

Longitudinal Studies
These are designed to permit observations ovexemaed period. For example, analyses of
newspaper editorials overtime. Three special tfdengitudinal studies should be noted here:

i) Trend Studies: are those that study changes within some genepllation over time.
le a series of opinion polls during the courserkgction campaign, showing trends in
the relative strengths and standing of differemidodates.

i) Cohorot Studies: examine more specific subpopulations (cohorts)thesy change
overtime. Typically a cohort is an age group, sashhose people born during the 1920s,
people who got married in 1964, and so forth. Aaneple of cohort study would be a
series of national surveys, conducted perhaps eeeryears, to the study the economic
attitudes of the cohort born during the early 1960s

A sample of persons 20-25 years of age might beeyed in 1970, another sample of those
30-35 years of age in 1980, and another sampldasdet 30-35 years of age in 1970, and
another sample of those 40-45 years of age in 19%though the specific set of people

studied in each of these surveys would be differeach sample would represent the
survivors of the cohort born between 1960 and 1964

iii) Panel Studies: are similar to trend and cohort studies exceptttisame set of people
is studied each time. One example would be a gaindy in which the same sample of
voters are interviewed everymonth during an elect@ampaign and asked for whom they
intended to vote for. Such a study would not amigke it possible to analyse overall
trends in voter preferences for different candislabeit would have the added advantage
of showing the precise patterns of persistencecaadge in intentions.
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1.5 Review Questions

1. You have received a research report done by a ttansdor your firm, a life insurance

company. The study is a survey of morale in theéoffice and covers the opinions of
about 500 secretaries and clerks plus about 10€uaxes and actuaries. You are asked
to comment on its quality. What will you look for?

. As the Area Sales Manager for a diary industry lyave been assigned the responsibility

of conducting a research study to estimate thes gad¢ential of your products in the
domestic market or the East African region. Disckiey issues and concerns arising
from the fact you, the Manager are also the rebearc

. Citing examples from the business world, desciiteefollowing types of research:

i) Basic Research

i) Applied Research

i) Descriptive Research
iv) Experimental Research
V) Historical Research
References

1. A.D. Jankowicz (2005) Business Research Projét&dition,Luton Business School, UK

2. Margaret Peil (1995) social science research nasth&ast African Educational Publishers.
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TOPIC TWO

THE RESEARCH PROPOSAL

OBJECTIVES

At the end of this lecture, you should be able to:

1. State the purpose of a research proposal.

2. ldentify and describe various types of proposals.
3. Describe the structure of the research proposal.
4. Explain how a proposal is evaluated.

2.0 INTRODUCTION

After the identification of the research topic, thext step is the development of the research
proposal.lt is a statement in writing, spelling out one’sentions of carrying out a research in
a specified area The proposal outlines the approach, strategwedisas the techniques to be
followed in conducting a studyThe proposal is a kind of ‘blue print’ or a guide the
systematic study of a topidt is a written summary of what a researcher idssto do. A
proposal is also known as a work plan, prospeciuitine, statement of intent, or draft plan that
tells us what, why, how, where, and to whom it Wl done. It must also show the benefit of
doing it. For the student or researcher, it presid plan of action for the approval by
supervisors or funding agency.

Many students and beginning researchers view thposal on unnecessary work. In actuality,
the more inexperienced a researcher is, the moperiant it is to have a well planned and
adequately documented proposal. The research gabp® essentially a road map, showing
clearly the location from which a journey begins tlestination to be reached and the method of
getting there. Well-prepared proposals includeepioal problems that may be encountered
along the way and methods for avoiding or workinguad them, much as a road map indicates
alternative routes for a detour.

2.1 Purpose/lmportance of a Research Proposal

Definition:
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A research proposal is a comprehensive plan for a research project. It is a written description
of a research plan that has to be undertaken. It determines the specific areas of reseaich,
states the purpose, scope, methodology, overall organization and limitations of thesstudy. It
also estimates its requirements for equipment (if necessary), finance and possible personnel.

The research proposal is of great significance tmthe researcher and the readers.

1. It makes known one’s intentions of getting involwath research work and this is done
through the researcher spelling out the objectiwekis/her study.

2. The process of writing a proposal allows the resbar to plan and review the steps that will
be undertaken in the project. It gives the reskar@an opportunity to spot flows in the logic,
errors in assumptions and even problems that ateadequately addressed by the objectives
and design of the study.

3. In general, it provides justification for funding, one is out in the business/consultancy
world. One has to justify the use of resourcdonk is in an academic setting, the proposal
must provide justification for acceptance as cdniting to either existing knowledge or
adding to it (that is either extending the currdidld of work or providing additional
knowledge to the existing field).

4. After the proposal is done and approved, the dociireerves as guide for the researcher
throughout the investigations, ie, progress camiomitored.

5. The proposal provides a basis for the evaluationth& document; it gives the research
advisor a basis for assisting the researcher.

6. A well-designed research proposal helps the redeardo avoid the tiring and time
consuming alterations once the research project$alf.

7. The proposal forces time management and budgema&sti These estimates allow
researchers to plan the project in such a way thatwork progresses steadily towards the
deadline. Since many people tend to follow thekwiaving a schedule helps researchers
work towards the completion of the project.

8. A proposal also provides an opportunity for thee@sher to discuss the research efforts of
others who have worked on related areas.

9. A proposal is also able to suggest the data necgdsa solving the problem and how the
data will be gathered, treated, and interpreted.

10.In addition, the proposal of a contact researcheusipresent its plan, services and
credentials in the best possible way to encourégeselection over competitors. In contract
research, the survival of companies depends on #hdity to develop wining proposals.

A note on Sponsor Uses
All research has a sponsor in one form or anotfdre student researcher is responsible to the

class instructor. In a corporate setting, whethemresearch is being done in-house by a research
department or under contract to an external reBef@mm, management sponsors the research.
University, government, or corporate sponsored nfgraesearch uses grant committees to
evaluate the work.
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A research proposal allows the sponsor to assessirtberity of your purpose, the ciarity
of your design, the extent of your background malteand your fithess for undgftaking
the project.

The proposal displays your discipline, organisatenmd logic. A poorly planned, poorly
written, or poorly organised proposal damages yeputation more than the decision not
to submit one.

Depending on the type of research and sponsor geg, lvarious aspects of a standard
proposal design are emphasised.

The proposal, then, provides a document the spocaorevaluate based on current
organisational, scholastic, or scientific needs.allows the research sponsor to assess
both the researcher and the proposed design, tgame@mthem against competing
proposals, and to make the best selection for ribje.

Comparison of the results with the proposal isfits step in the evaluation process. It
provides a basis for the sponsor to evaluate thelteeof a project. By comparing the
final product with the stated objectives, it isye&s the sponsor to decide if the research
goals have been achieved.

Another benefit of the proposal is the disciplihbrings to the sponsor. Many managers,
requesting an in-house, departmental research gbraj@ not adequately define the
problem they are addressing. The research promsualas a catalyst for discussion
between the person conducting the research anchéinager. The researcher translates
the management question, as described by the manaigethe research questions and
outlines the objectives of the study. Upon revi¢he manager may discover that the
interpretation of the problem does not encompassth@ original symptoms. The
proposal, then, serves as the basis for additidisalssion between the manager and the
researcher untill all aspects of the managemerdtmureare understood
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Figure 4.1 reveals proposal development can wodaimterative fashion.

Manager describes
problem and states the
management question _
They disagree
Researcher explores
¢ alternative Manager and researcher
approaches disquss the proppsal they
Researcher translates clarify and redefine the
management question| | < problem and objectives of
into research question the project.
Researcher
refines research
question.
They agree not accepted
l Accepted
¥ Researcher Ma_nager Manager
Researcher elaborateq reviews Study
research question into prepareT proposal approves begins
investigation L »| proposal. | L »| project. >
question(s).

Source: Cooper Schindler (1998). P.87

2.2 Types of Research Proposals

There are two main types of research proposals:
% Academic research proposals
% Project research proposals (business proposals)

In general, business proposals can be divided leetwese generated internally and externally.

* An internal proposal is done for the corporation $aff specialists or the research
department of the firm.

» External proposals are either solicited or unsidtti Sponsors can be university grant
committees, government agencies, corporations, sanfbrth. With few exceptions, the
larger the project, the more complex is the proposa

Academic Research Proposals
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These are proposals in which the researcher prefgosendertake a piece of research om'some
patinent issue leading to a definite academic aation ie, diploma, degree, masters doctorate
etc. These are certain specific components that gwinto such a proposal although - the format

may vary from institution to institution. The apted format should be knownito the student

before embarking on writing of the proposal.

2.3 The Structure of the Research Proposal

The proposal can be structured in 3 sections:
a) Preliminary Information:
The title page should have the following informatio

(i)

(if)
(i)

(iv)
(v)

(vi)

(vii)
(viii)

A clear title: This should have title of the stuely, Nakumat Supermarkets: A study of
the Factors that Enhance the Organisational Comenitiof Employees.

Name of the student registration no/departmentffacagistered in.

Required fulfillment eg, proposal submitted in pdrtulfilment of the degree in Business
Administration, Mount Kenya University; May 2002.

Other preliminary information should then follow, i

Table of contents

Authority from supervisors ie, this proposal hasmbsubmitted with the approval of the
university supervisor(s).

1.

Declaration page: This declares the research tmr®s original work and not a
duplicate from elsewhere.

List of abbreviations.

List of figures (if any)

b) CHAPTER ONE
1.0 Introduction

1.1 Background to the problem

1.2 The statement of the problem

1.3 The purpose of the study

1.4 The objectives of the study

1.5 Research questions

1.6 Research hypothesis (these can be substitutedagstiimptions of the study. In
other words, it is not necessary or a must for shedent to have research
hypothesis especially if the study is of descriptature).

1.7 Theoretical background / conceptual framework.

1.8 Rationale or justification / conceptual framework
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1.9 Limitations and delimitations of the study.
1.10 Assumptions of the study.
1.11 Definition of terms.

CHAPTER TWO: LITERATURE REVIEW
2.0 Introduction

2.1 Theoretical literature review
2.2 Empirical literature review
2.3 Summary of literature.

CHAPTER THREE: RESEARCH DESIGN AND METHODOLOGY
3.0 Introduction (not always necessary)

3.1 Research design.

3.2 Target population.

3.3 Sampling procedures.

3.4 Methods of data collection
3.5 Procedures of data collection
3.6 Data analysis

c) References or Bibliography
Names of authors of the books reviewed, ie,

Name of author Name of book Published by Year Place
John Peters Research Methods Kenya Ltd 997 1 Nairobi Kenya
Appendices

* Time schedule

* Budget

» Data collection instruments and any other docuntleat the researcher may consider
important for the readers.

Format
v' Executive Summary / Abstract

This allows the reader to understand quickly theighof the proposal. It is essentially an
informative abstract, giving the reader the chaiocgrasp the essentials of the proposal without
having to read the details. As such, the absstaotld include brief statements of the problem
and research questions, the research objectivetharzknefits of your approach (methodology).
It should also have some preliminary information e expected findings. Ideally, the
executive summary should be kept to a single page.

Introduction/Background of the Study
This is meant to stimulate interest of the readér.acquaints the reader with the problem,

provides some background and necessary informatimut the study. A good introduction
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shoud be brief and flow smoothly. A well writtemtrioduction should lead to the statenwent of
the problem.

Statement of the Problem
This section needs to convince the reader / spdosmmntinue reading the proposal. You should

capture the reader’s attention by stating the gmobtlearly, its background, and consequences,
and the resulting research questions.

The problem statement should be brief and to thet pd&roblem statements too broadly defined

cannot be addressed adequately in one study. foherafter reading this section, the reader

should know the problem, its significance and whbynething should be done to change the

status quo.

» Remember, problem statement is the most criticetl gfathe study, ie, without a proboem,
there is no study

Purpose of the Study
A broad statement indicating what the research&nds to do about the problem being

investigated. Why have you undertaken to investigfais problem? Why now?

Objectives of the Study
This module addresses the purpose of the investigait is here that you lay out exactly what is

being planned by the proposed research. The algscmodule flows naturally from the

problem statement, giving the reader concrete,ammievable goals. The objectives should be

stated clearly and must be testable. Objectivesldibe specific be as possible. Objectives are

important because:

* They determine the kind of research questions tasked (posed).

* They determine the data collection and analysisgatores to be used.

* The research objectives section is the basis fdging the remainder of the proposal and
ultimately, the final report. Verify the consistgnof the proposal by checking to see that
each objective is discussed in the research dedéga,analysis and results sections.

Research Questions
These refer to the questions which a researchetdwike to be answered by undertaking the

study. Research questions are more of objectiuésnpa question form, sometimes it is not
necessary to have both. In a case where the blgiedre general statements, then it may be
necessary for the research questions to be comtludée research questions should be very
specific and guiding to the study.

Significance / Justification of the Study
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Highlights the reasons for conducting the resedmhinstance what gaps in knowledge l@s the
study addressed? Has it contributed to the selutfioan immediate problem? WhgWill the
research benefit?

Limitations and Delimitations of the Study
A limitation is an aspect of the study that theeeesher knows may negatively affect the results

or generalizability of the results but which s/tesmo control over. In other words, it is a factor
that will affect the study in an important way ahd not in the control of the researcher. For
example, when one is administering a questionnaire,may not be in a position to force people
to answer certain questions which are personalairfAgreople may constantly go on giving
wrong replys to some questions and this affectetmeents of the study.

Delimitation on the other hand is an aspect madgn able to be controlled by the researcher.
For example, the researcher is able to controkémepling size, location of the study, be able to
know how many research assistants are require@seraspects may also affect the outcome of
the study to a certain extent.

In summary the limitations surface as variablesciigannot be controlled by the researcher but
affect the study. As a researcher, one must bedt@nough to admit and is possible outline
these limitations. Not stating these limitatiossriorally and ethically wrong.

Hypothesis
In general, a hypothesis is a suggested solutiapmblem. It is remains largely a guess until

facts are found to confirm or discredit it. Therdidnypothesis is a Greek word meaning ‘ground
work’ or ‘bases — supposition, proposition. Hypesis would generally be generated by the
theory being used. In most cases, without clegothesis people have wasted time doing
circular studies.

Review of the Literature
There is a need for the review of both theoretasad empirical literature. This is a necessary

and indispensable part of the proposal. Therdvameschools of thought that have argued over
literature review, which is basically about theailedr length this section should take.

One school of thought argues that one cannot varitomprehensive literature review if the
proposal is required to be short — 10 to 20 pagBserefore, the review should be short and
focus on — highlighting key issues in the literatuwhat is the study for and what methodology
will be used, how will it add to the existing lisgure (continuation of knowledge).

The second school of thought argues that literatereew should be comprehensive and
detailed. Such a detailed review will enable anadcess if there is enough information to go on
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and if the study problem is of any interest to peogSecondly, literature review must bebdone
because it fulfills a requirement for all study pedures and it also gauges the importakce of the
proposal.

There are certain advantages of detailed review:

1. One is able to gain a good background about thiel fi¢ study — one is able to gain facts
about the topic and most important learn about #du¢horitative authors / writers in that
field. What ideas do these writers consider imairi— what are their main hypothesis —
how have they defined the various concepts andsterm

2. A detailed literature review also provides valuabiéormation on the methodology used in
the study of certain phenomena. One is able tdyarahe various methods used by various
writers and from this consider which is best goiagsuit the topic chosen. Again all these
methodologies have their requirements — ie, speskill or computer equipment) which one
may not have and thus one is able to choose thieoahatogy which is available given one’s
technical skills.

3. Detailed literature review will enable us ascertawnether the study is needed and timely. Is
the area of any interest to require further resdetc Therefore, one is able to get valuable
clues from literature review.

4. Detailed literature review enables one to pinpdimé critical issues — refine the problem
statement.

5. Detailed literature review helps one to generatpdiiresis and questions for further study

Generally, recent studies published in recent jalgrrare an important source of getting
information about the currenturning issues’in the subject. The journals also provide
information about the current professionals indhea and what they have said about the issue /
subject. One is able to know about the most ‘cétetles’, because these are articles which are
considered authoritative in their field of inquiry.

Not all journals are equally good. The qualitytleé journal is very important. The journal must
contain articles that have been written by authovié authors, who have specialised in certain
fields. One should be able to know about the €joations of the writers by checking through
the editorial board.

Besides recent articles, one should be able tolealls on the topic of study. Some books do
contain seminal work in certain topics. Four kirafsworks should be scanned through for
information:

i) Journals

i) Dissertation abstract

i) Major books in the field
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iv) Electronic material / computerised information bsnk

In summary, such information centres should providermation on the evolutigh and the
present state of the study topic. They should ideoyustification for providigg additional
information to existing knowledge and also advakiwewledge. One should select only those
studies that are related to the study topic. thimg is related directly to your study topic, then
select those that come close to it. Take timestwew how they relate to the study and how do
they differ significantly from the study.

Choose the most recent literature and method, #ret works that are considered seminal.
Discuss the selected study in detail so that aspatialised can understand the study.

Briefly explain how the study relates to your perbland how yours differ from those you have
reviewed.

If you are aware of concurrent studies, cite thepossible.

Specification of the Research Methodology
This section gives a detailed procedure of the pusho be used for the study. The literature

review section is used as the basis of methodologgstigation. In other words literature
review specifies the methods used and you canheseformation to model your methodology.

This section should also provide information on dlaga one intends to use, sources of that data,
the characteristics / attributes of that datathe,population. It will also indicate whetherhiete

are any manipulations to be done on the data. Ho®&s one go about generating qualitative
data?

In summary, this section outlines the researchgdetsi be used. It provides the model which the
researcher is going to use. One can provide pirgdiry results depending on the kind of
investigation been undertaken.

Research Design
The design describes what you are going to dodlnieal terms. This section should include as

many subsections as needed to show the phaseg @irdfect. Provide information on your
proposed design for tasks such as sample seleeruh size, data collection method,
instrumentation, procedures, and ethical requirésneiWhen more than one way exists to
approach the design, disucss the methods you edjemtd why your selected approach is
superior.
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Data Analysis
A brief section on the methods used for analysirggdata is apropriate for large-scale contract

research projects and doctoral theses. With smaibgects, the proposed data analysis would be
included within the research design section. Dlscryour proposed treatment and the
theoretical basis for using the selected techniques

This is often an arduous section to write. By abeample charts and dummy tables, you can
make it easier to understand your data.

Appendices
Any detail that reinforces the body of the propasal be included in an appendix. This includes
researcher vitae, budget details, lengthy desonptof special facilities, definition of terms etc.

Bibliography
For all projects that require literature revievigibliography is necessary. Use the bibliographic
format required by the sponsor / supervisor.

Example:
Author, year of publication, title of the book, pisher, place of publication:

Koutsoyiannus, A; 1973Theory of Econometrics 2" edition, Mcmillan, London

Time Plan and Budget
Time plan is important for monitoring the developrnef the study. One should set out a time
plan for literature review, a draft report and fingport.

One should also estimate the resources that ang twbe committed to the project. One should
establish the main cost components.

Research personnel cost — main researcher, assitant

Equipment requirements / office supplies

Travel costs

Publication costs

Miscellaneous costs / contingencies

Evaluating the Research Proposal

In practice, many items contribute to a proposat’septance and funding.

= First, the proposal must be neatly presented. Afjhoa proposal produced on a word
processor and bound with an expensive cover will oeercome design or analysis
deficiencies, a poorly presented, unclear, or dmoised proposal will not get serious
attention for the reviewing sponsors.
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= Second, the proposal’s major topics should beye#ésind and logically organised, OThe
reviewer should be able to page through the prdgosay section of interest.

= The proposal also must meet specific guidelinedbgdhe sponsoring companyor agency.
These include budgetary restrictions and schededélthes.

= A fourth important aspect is the technical writistyle of the proposal. The problem
statement must be easily understood. The resekasign should be clearly outlined and
methodology explained. The importance / benefith® study must allow the sponsor to see
why the research should be funded. The objectwelsresults sections should communciate
exactly the goals and concrete results that withedrom the study.

= Finally, budget and schedule considerations mustelpeé in mind. A schedule that does not
meet the expected deadlines will disqualify theppsal. A budget that is too high for the
allocated funds will be rejected. Conversely, lowdgets compared to competing proposals
suggest that something is missing or there is domgetvrong with the researcher.

4.4 Review Question

1. Describe the structure of a proposal (academic).

2. Select a research report from a management joufdatline a proposal for the research as if
it had not yet been performed. Make estimatesy# ind costs.

3. What modules would you suggest be included in agsal for each of the following case?

a) You are competing for a university sponsored studesearch grant, awarded to seniors
and graduate students.

b) A bank is interested in understanding the popufiatiends by location so that it can plan
its new branch locations for the next five yeaffiey contracted you for a proposal.
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TOPIC THREE

THE RESEARCH PROCESS

Objectives
By the end of this lecture, you should be able to:
1. Define the term measurement
Describe various measurement scales
Describe the characteristics of sound measurement
Be able to distinguish between validity and reliapi
Distinguish between sample and census.
List the key steps in a systematic sampling procedu
Distinguish between probability and non probabiiiggmples.

R A

3.0 Introduction

Writers usually treat the research task on a sd@gmocess involving several clearly defined
steps. Variations are suggested for differentasibns, but there is much similarity among the
sequences proposed. No one claims that reseajoliag completion of each step before going
to the next. Recycling, circumventing and skippioccur. Some steps are begun out of
sequence, some are carried out simultaneously ante snay be omitted. Despite these
variations the idea of a sequence is useful foelbgmng a project and for keeping the project
orderly as it unfolds.

A research problem is any situation where a gagtekietween the actual and the desired (ideal)
state. It is an area or an issue where a reseastloelld know exactly what is the issue, for
which he/she is trying to seek answers for.

Note that the research process starts with anddi@gerest an idea you would like to investigate
or a theory you may be interested in proving. Tihea may provide operational definition for
concepts you are going to study. This is followegda selection of the research method.

Observation is a stage where the researcher olsseeviain characteristics that are occuring or
some new behaviour, attitudes that are beginninguttace in one’s environment. This would
involve seeking of information to know more abouhaw one has observed. Data is then
processed (ie through theory formulation, hypothé&simulation and testing). Data gathered are
then statistically analysed to see if the hypothésat were generated on being supported. The
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statistical instrument for analysis must be setéatarefully to suit the nature of data deing
analysed.

Analysis (deduction) is the process of arrivingcanlusions by interpreting tke meaning or
results of data analysis. The conclusions mustdtaevn carefully based on the research
guestions raised and the hypothesis formulatedthiatstage the researcher should be able to
make recommendations on how the problem addressedecsolved.

Science is an enterprise dedicated to ‘finding.ouit\e research design addresses the planning of
scientific inquiry — designing a strategy of findisomething. There are two major aspects of
research design:

v" You must specify precisely what you want to find.ou
v" You must determine the best way to do that.

Ultimately, scientific inquiry comes down to makio@servations and interpreting what
you've observed. Before you can observe and aeaalyawever, you need to plan. You
need to determine what you are going to observeamadyze. That is what research
design is all about.

Suppose you are interested in study@ggruption in government

* What specifically are you interested in?

* What do you mean by corruption?

* What kinds of behaviour do you have in mind?

* What do you mean by government?

* Who do you want to study? The general public? @it servants? Or elected
officials etc.

* Finally, what is your purpose? Do you want to fiodt how muchcorruption
there is? Or do you want to leamhy corruption exists?

These are the kinds of questions that need to beveard in the course of a research
design.

3.1 What is Research Design?

There are many definitions of research design, ntdefinition imparts the full range of
important aspects. Kerlinger N F (1986) defineggsearch desigas the plan and structure of
investigation so conceived on to obtain answeregearch questionsThe plan in the overall
scheme or program of the research; It includesuine of what the investigator will do from
writing hypothesis and their operational implicatitm the final analysis of data. A structure is
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the framework, organization, or configuration of.the relations among variables of a study. A
research design expresses both the structure oéskarch problem and the plan of inyestigation
used to obtain empirical evidence on relations.

Phillips S B (1971) noted that the research desmymstitutes the blueprint for the collection,

measurement, and analysis of data. It aids tlemsst in the allocation of his limited resources
by posing crucial choices. Is the blueprint tolude experiments, interviews, observation, the
analysis of records, simulation, or some combimatixd these? Are the methods of data
collection and the research situation to be higtttuctured? Is an intensive study of a small
sample more efficient that a less intensive stutla ¢arge sample? Should the analysis be
primarily quantitative or qualitative?

The two definitions differ in detail, but togethey give the essentials of research design

% First, the design is a plan for selecting the sesitand types of information used
to answer the research question(s).
« Second, it is a framework for specifying the relaships among the study’'s
variables.
« Third, it is a blue print that outlines each prasedfrom the hypothesis to the
analysis of data. The design provides answersuon questions as these.
= What techniques will be used to gather data?
=  What kind of sampling will be used?
=  How will time and cost constraints be dealt with?
In a nutshell, the purpose of the research desigma fold:-

i) Provide answers to the research question(s)

i) Introduce a kind of orderliness in the processnsingering the question(s)

A good research design is therefore the one thables one to answer the research
guestion validly objectively accuratelyand_economically It is one that also enables one
to provide empirical data to the research questjon(

There are many research designs as there are npgngaahes to hypothesis testing.
One wants to have a design that provides dependadigalid answers.

3.2 Classification of Designs

Early in any research study, one faces the tasseldcting the specific design to use. A
number of different design approaches exist, bubrtumately no simple classification
system defines all the variations that must be idensd. Cooper and Schindler have
classified research design using at least eigferéifiit descriptions.
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1. The degree to which the research question has beetallized (the studycitiay be
either exploratory or formal).

2. The method of data collection (studies may be ebsenal or cofimunication
based).

3. The power of the researcher to produce effectiénviriables under study (the two

major types of research are experimental and ex fa@so).

The purpose of the study (research studies magserigtive or casual)

The time dimension (research may be cross-sectmmahgitudinal).

The topical scope — breadth and depth — of theystadase or statistical study).

The research environment (most business researcloriducted in a field setting,

although laboratory research is not unusual; sintigia is another option.

8. The subjects’ perceptions of the research (do thesceive deviation from their
everyday routines).

No oA

A brief discussion of these descriptors illustrdtesr nature and contribution to research.
1. Degree of Research Question Crystallization

A study may be viewed as exploratory or formal.e Bissential distinction between these
two is the degree of structure and the immediajectibe of the study. Exploratory
studies tend toward loose structures with the objectivedisicovering future research
tasks. The immediate purpose of exploration isallguto develop hypotheses or
guestions for further researciithe Formal Studpegins where the exploration leaves off
— it begins with a hypothesis or research questiot involves precise procedures and
data source specifications. The goal of a forraaéarch design te test the hypotheses
or answer the research questions posed.

The exploratory-formalized dichotomy is less precisan some other classifications. All
studies have elements of exploration in them, amdstudies are completely uncharted.

2. Method of Collection

This classification distinguishes between monitgrin  and
interrogation/communication process. The formetudes observational studies, in
which the researcher inspects the activities aftgext or the nature of some material
without attempting to elicit responses from anyoiieaffic counts at an intersection,

a search of the library collection, an observatibthe actions of a group of decision-
makers — are all examples of monitoring. In eaadedhe research notes and records
the information available from observations.
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In interrogation/communicatiormode the researcher questions the suljécts and
collects their response by personal or impersoredms. The collecteg: data may
result from:

a) Interview or telephone conversations.

b) Self-administered or self-report instruments semtough mail, left in
convenient locations, or transmitted electronicallypy another means, or

c) Instruments presented before and/or after a tredtorestimulus condition in
an experiment (We use the termcommunicationto contrast with
observationabecause collecting data by questioning encompasees than
the ‘survey method).

3. Researcher Control of Variables

In terms of the researcher’s ability to manipulatgiables, we differentiate between
experimentaland ex post facto designsin an experimentthe researcher attempts to
control and/or manipulate the variables in the wtudt is enough that we can cause
variables to be changed or held constant in keemiith our research objectives.
Experimental design is appropriate when one whistoesliscover whether certain
variables produce effects in other variables. Erpentation provides the most powerful
support possible for laypothesis of causation.

With an ex post facto design, investigators haveardrol over the variables in the sense
of being able to manipulate them. They can onporewhat has happened or what is
happening. It is important that the researchengughis design not influence the
variables; to do so introdud#as The researcher is limited to holding factorsstant
by judicious selection of subjects according tacstsampling procedures and by
statistical manipulation of findings.

Purpose of Study

The essential difference between descriptive asdatastudies lies in their objectives. If
the research is concerned with finding @udto, what, where, when, or how mudhen
the study idescriptive If it is concerned with learning why — that isvh one variable
produces changes in another — it is casual. Rasear crime is descriptive when it
measures the types of crimes committed, how oftémen, where, and by whom. In a

36



casual study, we try to explain relationships amweagables — for instance, why'the
crime rate is higher in city A than in city B.

The Time Dimension

Cross-sectionastudies are carried out once and represent alsoiapisone point in time.
Longitudinal studies are repeated over an extenpedod. The advantage of a
longitudinal studyis that it can track over an extended period. &dgantage of
longitudinal study is that it can track changesrdirae.

In longitudinal studies of thpanel variety the researcher may study the same people
over time. In marketing, panels are set up to teponsumption data on a variety of
products. These data, collected from national $esnprovide a major data bank on
relative market share, consumer response to newlupt®, and new promotional
methods. Other longitudinal studies, suchcakort groups use different subjects for
each sequenced measurement. The service indugihy have looked at the needs of
aging baby boomers by sampling 40 to 45-year aid$990 and 50 to 55-year olds in
2000. Although each sample would be different, gbpulation of 1945 to 1950 cohort
survivors would remain the same.

Some types of information once collected cannotdléected a second time from the
same person without the risks of bias. The studdyublic awareness of an advertising
campaign over a six-month period would require edéht samples for each
measurement.

While longitudinal research is important, the coaisits of budget and time impose the
need for cross-sectional analysis. Some benefitslongitudinal study can be assured
by adroit questioning about past attitudes, histand future expectations. Response to
these kinds of questions should interpret with caosvever.

The Topical scope

The statistical study differs from the case studgeveral waysStatistical studiesre

designed for breadth rather than depth. They gitéoncapture a population’s characteristics
by making inferences from a sample’s charactesstldypotheses are tested quantitatively.
Generalizations about findings are presented basdlde representativeness of the sample
and the validity of the design.

Case studiegplace more emphasis on a full contextual analgéisewer events or
conditions and their interrelations. Although hifpgses are often used, the reliance on
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gualitative data makes support or rejection moréicdlt. An emphasis on detail
provides valuable insight for problem solving, exion, and strategy. Thiscdetall is
secured from multiple sources of information. llbws evidence to be verified and
avoids missing data.

Although case studies have been malignedse®ntifically worthlessbecause they do
not meet minimal design requirements for compasstimey have a significant scientific
role. It is known that ‘important scientific progitons have the form of universals, and a
universal can be falsified by a single counteranse. Thus, a single, well-designed case
study can provide a major challenge to a theory@oglide a source of new hypotheses
and constructs simultaneously.

The Research Environment

Designs also differ as to whether they occur uadéral environmental-conditions or under
other conditions. These are called field condgiand laboratory conditions, respectively.

To stimulate is to replicate the essence of a sysie process. Simulations are being
used more in research, especially in operationsaree. The major characteristics of
various conditions and relationships in actual adians are often represented in
mathematical models. Role playing and other beiralactivities may also be viewed as
simulations.

Subjects’ Perceptions

The usefulness of a design may be reduced wheneigoine study perceive that research is
being conductedSubjects’ perceptionafluence the outcomes of the research in subtle
ways. Although there is no widespread evidencatteimpts to please researchers through
successful hypothesis guessing or evidence ofréhaafence of sabotage, when subjects
believe that something out of the ordinary is hayppg they may behave less naturally.
There are three levels of perception;

a) Subjects perceive no deviations from everyday nagti
b) Subjects perceive deviations, but as unrelateddodsearcher.
c) Subjects perceive deviations as researcher induced.

In all research environments and control situatioesearchers need to be vigilant to effects

that may alter their conclusions. These serversnder to classify one’s study by type to
examine validation, strength and weaknesses, apdepared to qualify results accordingly.
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3.3 Exploratory Studies

Exploration is particularly useful when researchack a clear idea of the problems they will
meet during the study. Througdxplorationresearchers develop concepts, establish prigrities
develop operational definitions, and improve thealffiresearch design. Exploration may also
save time and money. If the problem is not as mamb as first thought, research projects can be
cancelled.

Exploration serves other purposes. The area @&stiyation may be so new or so vague that a
researcher needs to do an exploration just to lsamething about the dilemma facing the
manager. Important variables may not be knownhoraughly defined. Hypothesis for the
research may be needed. Also, the researcher xp&yre to be sure it is practical to do a study
in the area.

Despite its obvious value, researchers and managjgesgive exploration less attention than it
deserves. There are strong pressures for quickesigs And exploration is sometimes linked to
old biases about qualitative researdubjectiveness, nonrepresentativeness, and nonstite
design A wiser view is that exploration saves time amohey and should not be slighted.

Secondary Data analysis
The first step in an exloratory study is a seartlthe secondary literature. Studies made by

others for their own purposes repressatondary data It is inefficient to discover anew
through the collection of primary data or originesearch what has already been done.

Within secondary data exploration, a researcheuldrstart first with an organisation’s own data

archives. Reports of prior research studies at@ral an extensive amount of historical data or
decision-making patterns. By reviewing prior sagjiyou can identify methodologies that

proved successful and unsuccessful. Solutionsdiat't receive attention in the past due to

different environmental circumstances are reveakegotential subjects for further study. The
researcher needs to avoid duplication in instangben prior collected data can provide

sufficient information for resolving the currentaikgon-making dilemma.

The second source of secondary data is publishednients prepared by authors outside the
sponsor organisation. There are tens of thousahgsriodicals and hundreds of thousands of
books on all aspects of business. Data from secgraburces help us decide what needs to be
done and can be a rich source of hypothesis.
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Special catalogs, subject guides, and electromicés are available in most libraries that will
help in this search. In many cases you can coralsetondary search from your homgr office
using a computer, an online service, or an integastway.

A search of secondary sources provides an excdbacitground and will supply many good

leads if one is creative. If we confine the inigetion to obvious subjects in bibliographic

sources, we will often miss much of the best infation. Suppose we are interested in
estimating the outlook for the copper industry other next 10 years. We could search through
the literature under the headings “copper produttand “copper consumption”. However, a

search restricted to these two topics would misgentizan it finds. When a creative search of
the copper industry is undertaken, useful infororatiurns up under the following reference

headings: mines and minerals, nonferous metalsecésting; planning; econometrics;

consuming industries such as automotive and conuations; countries where copper is

produced, such as Chile and Zambia.

Experience Survey
While published data are a valuable resource, seldomore than a fraction of the existing

knowledge in a field put into writing. A signifinaportion of what is known on a topic, while in
writing, may be proprietary to a given organisatand thus unavailalbe to an outside searcher.
Also, internal data archives are rarely well orgadi making secondary sources, even when
known, difficult to locate. Thus, we will profitjseeking information from persons experienced
in the area of study, tapping into their collectimemories and experiences.

When we interview persons in amperience survewe should seek their ideas about important
issues or aspects of the subject and discover ishatportant across the subject’'s range. The
investigative format we use should be flexible egtoso that we can explore various avenues
that emerge during the interview. What is beingefo What has been tried in the past without
success? How have things changed? What are #mgetproducing elements of the situation?
Who is involved in decisions, and what roles do/thiay? What problem areas and barriers can
be seen? What are the costs of the processes studig®? Whom can we count on to assist
and/or participate in the research? What are tiioeity areas?

The product of such questioning may be a new hygsih the discarding of an old one, or
information about the practicality of doing the dgu Probing may show whether certain
facilities are available, what factors need to betwlled and how, and who will co-operate in
the study.

Discovery is more easily carried out if the reskarccan analyse cases that provide special

insight. Typical of exploration, we are less ieed in getting a representative cross-section
than getting information from sources that mighirmghtful. Assume we are called to study an
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automobile assembly plant. It has a history oflide productivity, increasing costsoand
growing numbers of quality defects. People whohngyovide insightful information ingidde:

a) Newcomers to the scene — employees or personnel o have igcently been
transferred to his plant from similar plants.

b) Marginal or peripheral individuals — persons whgses place them on the margin
between contending groups. First-line supervisois lead workers are often neither
management nor workers but something in between.

c) Pure cases or cases that show extreme examplbs obhditions under study — the
most unproductive departments, the most anatognaskers, and so forth.

d) Those who fit well and those who do not — the woskeho are well established in
their organisations versus those who are not, tleseutives who fully reflect
management views and those who do not.

e) Those who represent different positions in the esyst— unskilled workers,
assemblers, superintendents, and so forth.

Focus Groups
With origins in sociology, focus groups became Wjdesed in market research during the 1980s

and are used for more diverse research applicatmesy. The most common application of
focus group research continues to be in the consanema. However, many corporations are
using focus group results for diverse explorat@pl@ations.

The topical objective of a focus group is ofteneavrproduct or product concept. The output of
the session is a list of ideas and behavioral ebsen with recommendations of the moderator.
These are often used for later quantitative testiAg a group interview tool, focus groups have
applied research potential for other functional aareof business, particularly where the
generation and evaluation of ideas or assessmeneeds is indespensable. In exploratory
research, the qualitative data that focus groupdyme may be used for enriching all levels of
research questions and ypothesis and comparingffdniveness of design options.

A focus group is a panel of people led by a trainemblerator who meet for 90 minutes to 2
hours. The facilitator or moderator uses groupatyics principles to focus or guide the group
in an exchange of ideas, feelings, and experieoces specific topic. Typically the focus group
panel is made up of 6 to 10 respondents. Too sonatio large a group results in less effective
participation. The facilitator introduces the toind encourages the group to discuss it among
themselves.

Following a topical guide, the moderator will stélee discussion to ensure that all the relevant
information desired by the client is considered the group. The facilitator also keeps
gregarious individuals from dominating the conveéwmg ensuring that each person enters the
discussion. The ideal situations, the group’sulismon will proceed uninterrupted; however, if
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the discussion begins to lag, the facilitator moieslong by introducing another facet of the
topic that the group has not yet considered. mesgroups a questionnaire is administered to
the participants before the group begins to gatutitional data. Typically, one or more
representatives of the client will sit behind a-eveey mirror in the focus group regom to observe
the verbal and non-verbal interactions and resmookparticipants.

Advantages and Disadvantages
The primary advantage of the focus group intervéaaan exploratory research tool is its ability

to quickly and inexpensively grasp the core issafes topic. Focus groups are brief, relatively
inexpensive, and extremely flexible. They provitie manager, researcher, or client with a
chance to observe reactions to their research igosesin an open-ended group setting.
Participants respond in their own words, rathenth@ing force-fit into a formalized method.

Focus groups best enable the exploration of s@rpmiermation and new ideas. Agendas can be
modified as the research team moves on to thefoeus group. Even within an existing focus
group, an adept facilitator can build on the idaead insights of previous groups, getting to a
greater depth of understanding. However, becausg are qualitative devices, with limited
sampling accuracy, results from focus groups shawdd be considered a replacement for
guantitative analysis.

3.4 Descriptive Studies

The objective of a descriptive study is to lear thho, what, when, where and haiva topic.

The study may be simple or complex; it may be dioneany settings. Whatever the form, a
descriptive study can be just as demanding of reBeskills as the causal study, and we should
insist on the same high standards for design aadution.

The simplest descriptive study concerns a univargatestion or hypothesis in which we ask
about, or state about, the size, form distribuionexistence of a variable. In the account
analysis at City Bank, we might be interested imedlgping a profile of savers. We may want
first to locate them in relation to the main offic&he question might be, “What percentage of
the savers live within a two-mile radius of theic#f?” Using a hypothesis format, we might
predict, “60 percent or more of the savers livehimita two-mile radius of the office.”

We may also be interested in securing informatiooué other variables:
a) Relative size of accounts

b) Number of accounts for minors

c) Number of accounts opened within the last six menth
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d) Amount of activity (number of deposits and withdedsvper year) in accounts

Data on each of these variables, by themselves, masg value for management ‘decisions.
Bivariate relationships between these or otherabdes may be of even greater.ihierest. Cross-
tabulations between the distance from the branath account activity may suggest that
differential rates of activity are related to acabawner location. A cross-tabulation of account
size and gender of account owner may also showr@hgion. Such correlative relationshis do
not necessarily imply a causal relationship.

Descriptive studies are often much more compler thss example. One study of savers began
as described and then went into much greater ddpdint of the study included an observation of
account records that revealed a concentration afbiyesavers. Their accounts were typically
larger and more active than those whose ownerd e distance. A sample survey of savers
provided information on stages in the family lifgcke, attitudes towards savings, family income
levels, and other matters. Correlation of thiginfation with known savings data showed that
women owned larger accounts. Further investigadigygested that women with larger accounts
were often widowed or working single women who welder than the average account holder.
Information about their attitudes and savings peastled to new business strategies at the bank.

Some evidence collected suggested causal relatpmsiihe correlation between nearness to the

office and the probability of having an accountheg office suggested the question, “Why would

people who live far from the office have an accahete?” In this type of question a hypothesis
makes its greatest contribution by pointing ouédiions that the research might follow. It might
be hypothesized that:

a) Distant savers (operationally defined as those waittiresses more than two miles from the
office) have accounts in the office because thegedived near the office; they were ‘near’
when the account decision was made.

b) Distant saves actually live near the office, bt #uldress on the account is outside the two
mile radius; they are ‘near’ but the records dostaw this.

c) Distant savers work near the office; they are ‘hiegwirtue of their work location.

d) Distant savers are not normally near the officerbaponded to a promotion that encouraged
savers to bank via computer, this is another fofmnearness’ in which this concept is
transformed into one of ‘convenience’.

When these hypotheses were tested, it was leana¢a substantial portion of the distant savers
could be accounted for by hypotheses (a) and (o¢lasion: Location was closely related to
saving at a given association. The determinatfocaase is not so simple however, and these
findings still fall within the definition of a dedptive study.
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3.5 Causal Studies

The correlation between location and probabilityactount holding at the savings and loan
association looks like strong evidence to many,thatresearcher with scientific training will
argue that correlation is not causation. Whoghtf? The essence of the disagreement seems to
lie in the concept of cause.

The concept of Cause
One writer asserts, “There appears to be an inhgam between the language of theory and

research which can never be bridged in a complaiagfactory way. One thinks in terms of
theoretical language that contains notions sucbaases, forces, systems, and properties. But
one’s tests are made in terms of covariations, atjpgrs, and pointer readings. The essential
element of causation is that A ‘produces’ B or Ardfes’ B to occur. But that is an artifact of
language, not what happens. Empirically, we camenalemonstrate A-B causality with
certainty. This is because we do not ‘demonstrstieh causal linkages deductively or use the
form of validation of premises that deduction regsifor conclusiveness. Unlike deductive
syllogisms, empirical conclusions are inferencemductive conclusions. As such, they are
probabilistic statements based on what we obsendenzeasure. But we cannot observe and
measure all the processes that may account fok-Beelationship.

Previously, we discussed the example of a lighinfaito go on as the switch was pushed.
Having ruled out other causes for the light's fesluwe were left with one inference that was
probablybut not certainlythe cause.

To meet the ideal standard of causation would regiiat one variable always caused another
and no other variable had the same causal effElsé method of agreement, proposed by John
Stuart Mill in the nineteenth century, states “Wham or more cases of a given phenomenon
have one and only one condition in common, theh ¢badition may be regarded as the cause
(or effect) of the phenomenon. Thus, if we can #thand only Z in every case where we find C,

and no others (A, B, D, or E) are found with Z,rtlvee can conclude that C and Z are causally
related.

Causal Relationships
Our concern in causal analysis is with how onealde affects, or is ‘responsible for’, changes

in another variable. The stricter interpretatidncausation, found in experimentation, is that

some external factor ‘produces’ a change in theedéent variable. In business research, we
often find that the cause-effect relationship issleexplicit. We are more interested in

understanding, explaining, predicting, and coninglirelationships between variables than we
are in discerning causes.
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If we consider the posible relationships that caouo between two variables, we can conclude
there are three possibilities. The relationshipg tme symmetrical, reciprocal, or asympietrical.
A symmetrical relationship is one in which two \aies fluctuate together but werassume the
changes in either variable are due to changesiottier. Symmetrical conditions:@re most often
found when two variables are alternate indicatéranmther cause or independent variable. We
might conclude that a correlation between low wattendance and active participation in a
company camping club is the result of (dependent amother factor such as a lifestyle
preference.

A reciprocal relationshipexists when two variables mutually influence onfeice each other.
This could occur if the reading of an advertisenieatls to the use of a brand of product. The
usage, in turn, sensitizes the person to noticeread more of the advertising of that particular
brand.

Most research analysts look for an asymmetricatiaiship. With these we postulate that
changes in one variable (the independen variablé/)oare responsible for changes in another
variable (the dependent variable, or DV). The idieation of the IV and DV is often obvious,
but sometimes the choice is not clear. In thetterlaases we evaluate them on the basis of (1)
the degree to which they may be altered and (2}ithe order between them. Since age, social
class, climate, world events, and present manuiagteechnology are relatively unalterable we
normally choose them as independent variablesadthition, when we can detect a time order,
we usually find that the IV precedes the DV.

The types of symmetrical relationships are:

1. Stimulus-response relationshiprhis represents an event or forces that resudt iesponse
from some object. A price rise results in feweit sales; a change in work rules leads to a
higher level of worker output, or a change in goveent economic policy restricts corporate
financial decisions. Experiments usually involtiensilus response relationships.

2. Property-disposition relationship A property is an enduring characteristic of ajsat that
does not depend on circumstances for its activatidge, gender, family status, religious
affiliation, ethnic group, and physical conditioregersonal properties. A disposition is a
tendency to respond in a certain way under certaiemstances. Dispositions include
attitudes, opinions, habits, values and drivesaniples of property-disposition relationships
are the effect of age on attitudes about savingdgeand its effect on attitudes toward social
issues, or social class on opinions about taxati®moperties and dispositions are major
concepts used in business and social science casear

3. Dispositiortbehaviour relationship Behaviour responses include consumption pragtice
work performance, interpersonal acts, and othed<iof performance. Examples of
relationships between dispositions and behavioalude opinions about a brand and its
purchase, job satisfaction and work output, andain@lues and tax cheating.
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4. Propertybehaviour relationship Examples include such relationships as the stdgee
family life cycle and purchases of furniture, sbaiass and family savings patterns;cand age
and sports participation. When thinking about pmescausal relationships qirproposing
causal hypotheses, one must state the positioaéibreship, cause, and effects

Testing Causal Hypothesis
While no one can be certain that variable A cawsgmble B to occur, one can gatehr some

evidence that increases the belief A leads to B S&&k three types of evidence:

1. Is there a predicted covariation between A andd®?wve find that A and B occur together in
a way hypothesized? Or when here is less of As doe also find more or less of B? when
such conditions covariation exist, it is an indicatof a possible causal connection.

2. Is the time orde of events moving in the hypothesidirection? Does A occur before B? if
we find that B occurs before A, we can have litifidence that A causes B.

3. Is it possible to eliminate other possible caugse®? Can one determine that C, D, and E do
not covary with B in a way that suggests possiblgsal connections?

Causation and Experimental Design
In addition to these three conditions, successftdrence making from experimental designs

must meet two other requirements. The first iemeld to as contrl. All factors with the
exception of the independent variable must be beltstant and not confounded with another
variable that is not part of the study. Secondhegerson in the study must have an equal
chance for exposure to each level of the indepdandmmable. This is random assignment of
subjects to groups.

Here is a demonstration of how these factors aee ts detect causation. Assume you wish to
conduct a survey of a university’s alumni to entlgir support for a new program. There are

two different appeals, one largely emotional angl ¢dther much more logical in its approach.

Before mailing out appeal letters to 50,000 alungoi) decide to conduct an experiment to see
whether the emotional or the rational appeal withvd the greater response. You choose a
sample of 300 names from the alumni list and diviaen into three groups of 100 each. Two of

these groups are designated as the experimenigbggrdOne gets the emotional appeal and the
other gets the logical appeal. The third grounéscontrol group and it receives no appeal.

Covariation in this case is expressed by the péagenof alumni who respond in the relation to
appeal used. Suppose 50 percent of those whoveettes emotional appeal respond, while only
35 percent of those receiving the logical appegpoad. Control group members, unaware of
the experiment, respond at a 5 percent rate. Wednanclude that using the emotional appeal
enhances response probability.

The sequence of events was not a problem. Theild be no chance that the alumni support led
to sending the letter requesting support. Howelave other variable confounded the results?
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Could some factor other than the appeal have petitie same results? One can anticipate that
certain factors are particlarly likely to confoutite results. One can control some g{¢%these to
ensure they do not have this confounding effetthé question studied is of congern only to
alumni who attended the university as undergraduat®se who only attended .gfaduate school
are not involved. Thus, you would want to be dinee answers from the latter group did not
distort the results. Control would be achievedekgluding graduate students.

A second approach to control uses matching. Withai, there might be reason to believe that
different ratios of support will come from varioage groups. To control by matching, we need
to be sure the age distribution of alumni is thaean all groups. In a similar way, control could
be achieved by matching alumni from engineeririggrial arts, business and other schools.

Even after using such controls, however, one camatch or exclude other possible
confounding variables. These are dealt with thhotzgndom assignment.

Randomization is the basic method by which equivalence betwegrer@mental and control
groups is determined. Experimental and controugsomust be established so that they ae
equal. Matching and controlling are useful, buytido not account for all unknowns. It is best
to assign subjects either to experimental or totrobrgroups at random (this is not to say
haphazardly — randomness must be secured in aultaredntrolled fashion according to strict
rules of assignment). If the assignments are mad@omly, each group should receive its fair
share of different factors. The only deviationnfrehis fair share would be that which results
from random variation (luck of the draw). The pbksimpact of these unknown extraneous
variables on the dependent variables should alspatarandom. The researcher, using tests of
statistical significance, can estimate the probaffiect of these chance variations on the DV and
can then compare this estimated effect of exrangatiation to the actual differences found in
the DV in the experimental and control groups.

We emphasize that random assignment of subjecexpgerimental and control groups is the
basic technique by which the two groups can be neggévalent. Matching and other control
forms are supplemental ways of improving the qualftmeasurement. In a sense, matching and
controls reduce the extraneous ‘noise’ in the measent system and in this way improve the
sensitivity of measurement of the hypothesizedirgiahip.

3.6 Designing the Study

Theresearch design is the blueprint for fulfilling objectives and amsring question. Selecting a
design may be complicated by the availability oflasge variety of methods, techniques,
procedures, protocols and sampling plans. For plgnyou may decide on a secondary data
study, case study, survey or experiment.
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If a survey is selected, should it be administdrgdmail, computer, telephone orqftersonal
interview?

Should all relevant data be collected at one timat oegular intervals?

What kind of structure will the questionaire orantiew guide possess?

What question wording should be employed? Showdddksponses be scaled or open-ended?
How will reliability and validity be achieved?

+« What kind of training should the data collectorseige?

« What types of sampling should be considered?

0

R/
L X4

R/ R/
L XA X4

R/
L X4

>

These questions represent only a few of the dewdimat have to be made when just one method
is chosen. The creative researcher can benefit finis confusing array of options. The
numerous combinations spwaned by the abudanceolsf maay be used to construct alternative
perspectives on the same problem. By creating sigaeusing diverse methodologies,
researchers are able to achieve greater insightiththey followed the most frequent method
encountered in the literature or suggested byapdilsary bias.

Although it must be concluded that students or rgargrarely have the resources to pursue a
single problem from a multimethod, multistudy stt, the advantage of several competing
designs should be considered before settling amehdne.

3.7 Sampling design

Another step in planning the design is to identifg target population and select the sample if a
census is not desired. The researcher must deternow many peolple to interview and who
they will be; what and how many events to obseh@y many records to inspect and which
ones. Once the population of interest is determitieel researcher has to decide whether data
will be collected from all study units or from somokthe units in the population.

A sample is a part or a portion of the target populatiometidly selected to represent that

population. When researchers undertake sampludjest, they are interested in estimating one
or more population values and or testing one orensiatistical hypothesis. The sampling
process must give every person within a target jabjpn a known nonzero chance of selection
if probability sampling is used. If there is n@é$ible alternative, a non profitability approach

may be used.

3.8 The Nature of Sampling

Most people intuitively understand the idea of skngp One taste from a drink tells us whether
it is sweet or sour. If we select a few employmestords out of a complete set, we usually
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assume our selection reflects the characterisfidgheofull set. If some of our staff favors a
flexible work schedule, we infer that others wills@ These examples varyc~i#i their
representativeness, but each is a sample.

The basic idea afamplingis that by selecting some of the elements in auladjon, we may
draw conclusions about the entire populatignpopulation elemeris the subject on which the
measurement is being taken. It is the unit of\stugor example, each office worker questioned
about a flexible work schedule is a population edatmand each business account analysed is an
element of an account population. A populatiothis total collection of elements about which
we wish to make some inferences. All office woskar the firm compose a population of
interest; all 4,000 files define a population dkirest. A census is a count of all the elemenés in
population. If 4,000 files define the populati@ancensus would obtain information from every
one of them.

Why Sample?

The economic advantages of taking a sample ratlaera census are massive. Consider the cost

of taking a census.

1. Why should we spend thousands of shillings intesvig all 4,000 employees in our
company if we can find out what we need to knoaskyjng only a few hundred?

2. Deming argues that the quality of a study is oftetter with sampling than with a census.
He suggests, ‘Sampling possesses the possibilitpetér interviewing (testing), more
thorough investigation of missing, wrong, or sugpis information. Research findings
substantiate this opinion.

3. Sampling also privides much quicker results thaesda census. The speed of execution
reduces the time between the recognition of a rieethformation and the availability of
that information.

4. Some situations require sampling. When we tesbriaking strength of materials, we must
destroy them; a census would mean complete destnuat all materials. Sampling is also
the only process possible if the population iniitei.

5. In few cases, it would be impossible or dangerausige whole population, ie, testing of
vaccine for AIDs — could result in death.

The advantages of sampling over census studidesseompelling when the population is small
and the variability is high. Two conditions arggegpriate for a census study: A census is

1. Feasiblewhen the population is small and

2. Necessaryhen the elements are quite different from eablerot

When the population is small and variable, any dam@ draw may not be representative of the

population from which it is drawn. The resultinglwes we calculate from the sample are
incorrect as estimates of the population valueshefithe sample is drawn properly, however,
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some sample elements underestimate the paramateatleers overestimate them. Variations in
these values counteract each other, this counimactsults in a sample value that iscgenerally
close to the population value. For these offsgteffects to occur, however, there must be
enough members in the sample, and they must bendiawa way to favour neither
overestimation nor underestimation.

3.9Key Steps in the Sampling Procedures

Figure 2.0 outlines the step-by-step procedures risearchers can follow when drawing a
sample from a population.

Figure 2.0: The Sampling Procedure

Define the population

|

Decide on sampling frame

Determine the sampling

Decide on appropriate

!

Select the sample elements$

The definition of the population in any study idetenined by the purpose of the study. But, the
population should be defined very carefully, anguch a manner that another researcher would
be able to identify it sufficiently well to reprode it. The researcher, for example, must specify
whether the population consists of individuals sashhousewives, college students or lawyers
etc.

Secondly, researcher must determine the samplargefr A sampling frame is the list of study

objects from which the sample will be drawn. Arat sample frame should contain every
population object only. Sampling frames can beaioletd from research agencies, government
departments and organisation.
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The researcher must next determine the samplingepdtoe ie, either probability or aion-
probability techniques (discussed later).

The researcher must then determine the appromatgle size. A rule of thufb is that the
larger the sample, the more accurate the conclsisicawn are likely to be.
Finally, the researcher then selects the spediftysobjects to be included in the sample.

3.10 Types of Sampling Designs

The members of a sample are selected either orolzalpitity basis or by another means.
Probability sampling is based on the conceptrahdom selection — a controlled procedure that
assures that each population element is given avknmwnzero chance of selection

In contrast,non probability sampling is nonrandom and subjective. Each member does not
have a known nonzero chance of being included.owillg interviewers to choose sample
members ‘at random’ (meaning ‘as they wish’ or ‘wéwer they find them’) is not random
sampling. Only probability samples provide estiesatf precision.

Table 1 Type of Sampling Designs

Representation Basis

Element Selection Probability Nonprobability
Unrestricted Simple random Convenience
Restricted Complex random Purposive
Systematic Judgement
Cluster Quota
Stratified Snowball
Multi-stage

Probability Sampling

The unrestricted, simple random sample is the sstgbrm of probability sampling. Since all
probability samples must provide a known nonzerancke of selection for each population
element, the simple random sample is consideregeaia case in which each population
element has a known and equal chance of selectiothis section, we use the simple random
sample to build a foundation for understanding damgpprocedures and choosing probability
samples.

1. Simple Random Sampling

In simple random sampling, all study objects hameegqual chance of being included in the
sample. Researchers begin with a complete listlahembers of a population and then choose
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sample items at random. It should be noted thainiple random sampling, each study ohject is
selected completely independently of other objects.

The sampling process involves assigning a unigaetification number to each.study object in

the sampling frame. After this, the researchertrdasign a method of selecting study objects in
a manner that allows all equal chance of beingcssle One way of doing this is writing these

identification numbers on small pieces of paperxing them thoroughly in a box, and then

picking the papers without looking. The numberstioa pieces of paper picked identify the

study objects to be included in the sample. Inesaases, however, this procedure (lottery
method) may be impractical or tedious.

Another procedure used in selecting study objectmple random sampling involves the use of
tables of random numbers. The researcher begiksgirandomly objects from any preselected
place in the table of random numbers. Then s/lstesyatically chooses numbers by either
moving vertically or horizontally. The sample wilierefore consist of the study objects whose
numbers are chosen.

Complex probability Sampling

Simple random sampling is often impractical. Iquees a population list that is often not
available. The design may also be wasteful becdusds to use all the information about a
population. In addition, the carrying out of a plemrandom design may be expensive in time
and money. These problems have led to the deveopatf alternative designs that are superior
to the simple random design in statistical andémnemic efficiency.

A more efficient sample in a statistical sensens that provides a given precision (standard
error of the mean) with a smaller sample size. afgle that is economically more efficient is

one that provides a desired precision at a low#aidoost. We achieve this with designs that
enable us to lower the costs of data collectingiallg through reduced travel expense and
interviewer time.

In the discussion that follows, four alternativelpability sampling approaches are considered:
systematic, stratified, cluster and multi-stage.

2. Systematic Sampling

This method is frequently used in production andlitys control sampling. In this approach,

every n'th element in the population is sampledjifo@ing with a random start of an element in
the range of 1 to n. After a randomly selectedt siaint(s) a sample item would be selected
every n'th item. Assume that in an assembly lingds decided to sample every Tdéem and

a start point of 67 was chosen randomly, the sampldd be the following items:

67" 167th; 26¥; 367", and so on
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The gap between selections is known as gampling intervaland is itself often randainly
selected.

A concern with this technique is the possible midiby in the population that may cainicide with
the sampling interval and cause bias.

3. Stratified Sampling

Most populations can be segregated into severalatiytexclusive sub-populations, or strata.
Thus, the process by which the sample is consttaineinclude elements from each of the
segments is callestratified random sampling

There are three reasons why a researcher chossegified sample:

* To increase a sample’s statistical efficiency;

* To provide adequate data for analysing the varsapopulations, and

* To enable different research methods and procedoites used in different strata.

With the ideal stratification, each stratum is h@®woeous internally and heterogeneous with
other strata.

The size of the strata samples is calculated withgieces of information:
0] How large the total sample should be and
(i) How the total sample should be allocated amondgstra

Proportional versus Disproportionate Sampling
In proportionate stratified sampling the numberiteins drawn from each stratum is equal.

Suppose a researcher needs a sample from a unofés86 individuals, ie, n = 500. If she were
to select 4 strata ie;, s, s3,and g each would have 125 items. A simple random saisplgen
selected independently from each group.

In disproportionate sampling, no equal units agenar but weights are assigned to each stratum.
Suppose again the researcher has a sample of 560 represent income level groups, ie:

Income (Ksh) below 5,000 s1 = 0.4 (500) = 200.
Income (Ksh) 5,000 — 10,000 £50.3 (500) = 150
Income (Ksh) 10,000-50,000 s 0.2 (500) = 100
Income (Ksh) above 50,000 s 0.1 (500) = 50

_500
Random samples are taken from within each groupenproportions that each group bears to
the population as a whole. The purpose of stcatifon is to ensure that the sample mirrors the
characteristics of the population. In the casehef study of incomes, by assigning a higher
weight to low income groups, the researcher idyike get a good sample representative.
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The main difference between stratified random sarg@nd simple random sampling is_that in
the simple random method, sample items are chdsam@om from the entire universe;Wwhile in
the stratified random sampling, the sample itereschpbsen at random from each stratum.

4. Cluster Sampling

In a simple random sample, each population elenseselected individually. The population
can also be divided into groups of elements withegroups randomly selected for study. This
is cluster sampling An immediate question might be: How does thifed from stratified
sampling? They may be compared as follows:

Stratified Sampling Cluster Sampling

1. We divide the population into a fewl. We divide the population into many
subgroups each with many elements in subgroups, each with a few elements in

it. The subgroups are selected it. The subgroups are selected
according to some criterion that is according to some criterion of ease or
related to the variables under study. availability in data collection.

2. We try to secure homogeneity withir2. We try to secure heterogeneity within
subgroups and heterogeneity between subgroups and homogeneity between

subgroups. subgroups, but we usually get reverse.
3. We randomly choose elements frorA. We randomly choose a number of
within each subgroup. subgroups, which we then typically

study in toto.

When done properly, cluster sampling also provides unbiased estimate of population
parameters. Two conditions foster the use of etusampling: (1) the need of more economic
efficiency than can be provided by simple random@ang and (2) the frequent unavailability of

a practical sampling frame for individual elements.

Statistical efficiency for cluster samples is ugubdwer than for simple random samples chiefly
because clusters are usually homogeneous. Farnmligee same block (a typical cluster) are
often similar in social class, income level, ethmigjn, and so forth.

4. Multi-Stage Sampling

This is a practical system widely used to reduce ttvelling time for interviewers and the

subsequent costs multi-stage sampling is similasttatified sampling except the groups and
sub-groups are selected on a geographical / lathasis rather than some social characteristics.
For example: Assume you wanted the opinion of fenstudents from universities on gender
equality. You would select your sample as:

54



(O—O—0

All universities— Public universities> Students—  Féenstudents
(Female/male)
It involves selecting sample in stages until youeh@entified your study unit.

Non-Probability Sampling

Any discussion of the relative merits of probalgilitersus non probability sampling clearly
shows the technical superiority of the former.pitnbability sampling, researchers use a random
selection of elements to reduce or eliminate sargdhias. Under such conditions, we can have
substantial confidence that the sample is repraseatof the population from which it is drawn.
In addition, with probability sample designs, we &stimate an interval range within which the
population parameter is expected to fall. Thusneeonly can reduce the chance for sampling
error but also can estimate the range of probaitgsng error present.

With a subjective approach likeon probability samplingthe probability of selecting population
elements is unknown. There are a variety of wayshbose persons or cases to include in the
sample. Often we allow the choice of subjectsdartade by field workers on the scene. When
this occurs, there is greater opportunity for b@m®nter the sample selection procedure and to
distort the findings of the study. Also, we canestimate any range within which to expect the
population parameter. Given the technical advasagf probability sampling over non
probability sampling, why would anyone choose titeet? There are some practical reasons for
using these less precise methods.

Practical Considerations
We may use non probability sampling procedures umxaéhey satisfactorily meet the sampling

objectives. While a random sample will give uswuetcross section of the population, this may
not be the objective of the research. If theradsdesire or need to generalize to a population
parameter, then there is much less concern abowtheh the sample fully reflects the
population. Often researchers have more limitgdatives. They may be looking only for the
range of conditions or for examples of dramatigatains. This is especially true in exploratory
research where one may wish to contact only cepiaisons or cases that are clearly typical.

Additional reasons for choosing non probability oypeobability sampling are cost and time.
Probability sampling clearly calls for more plangiand repeated callbacks to ensure that each
selected sample member is contacted. These @&gidte expensive. Carefully controlled non
probability sampling often seems to give acceptabtilts, so the investigator may not even
consider probability sampling.
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While probability sampling may be superior in theahere are breakdowns in its apjdication.
Even carefully stated random sampling procedureg lmeasubject to careless application by the
people involved. Thus, the ideal probability samgplimay be only partially achieved because of
the human element.

It is also possible that non probability samplingynibe the only feasible alternative. The total
population may not be available for study in certzases. At the scene of a major event, it may
be infeasible to even attempt to construct a pritibabample. A study of past correspondence
between two companies must use an arbitrary sarmetause the full correspondence is
normally not available.

In another sense, those who are included in a gamply select themselves. In mail surveys,
those who respond may not represent a true crotisrs®f those who receive the questionnaire.
The receivers of the questionnaire decide for tledwes whether they will participate. There is
some of this self-selection in almost all survegsduse every respondent chooses whether to be
interviewed.

Methods
1. Convenience Non probability samples that are unrestrictexlcailedconvenience samples

They are the least reliable design but normally tmeapest and easiest to conduct.
Researchers or field workers have the freedom eost whomever they find, thus the name
convenience. Examples include informal pools dénids and neighbors or people
responding to a newspaper’s invitation for readerstate their positions on some public
issue.

While a convenience sample has no controls to enptecision, it may still be a useful

procedure. Often you will take such a sample &b i@eas or even to gain ideas about a
subject of interest. In the early stages of exglany research, when you are seeking
guidance, you might use this approach. The resuigsy present evidence that is so
overwhelming that a more sophisticated samplingedure is unnecessary. In an interview
with students concerning some issue of campus ogngeu might talk to 25 students

selected sequentially. You might discover thatrdsponses are so overwhelmingly one-
sided that there is no incentive to interview ferth

2. Purposive Sampling A non probability sample conforms to certaintenia is called
purposive sampling. There are two major typgsdgemensampling andjuotasampling.
a) Judgement Samplingoccurs when a researcher selects sample membeonfiarm to
some criterion. In a study of labor problems, yoay want to talk only with those who
have experienced on-the-job discrimination. Anpteeample of judgement sampling
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occurs when election results are predicted frony anfew selected precincts thatohave
been chosen because of their predictive recordsh glections.

When used in the early stages of an exploratorgysta judgement sampleslS appropriate.
When one wishes to select a biased group for sorggurposes, this sampling method is
also a good choice. Companies often try out nevdyxt ideas on their employees. The
rationale is that one would expect the firm's emypkes to be more favorably disposed
toward a new product idea than the public. If piheduct does not pass this group, it does
not have prospects for success in the general arke

b) Quota Sampling is the second type of purposive sampling. We iuge improve
representativeness.  The logic behind quota samplg that certain relevant
characteristics describe the dimensions of the jatipn. If a sample has the same
distribution on these characteristics, then itikel/ representative of the population
regarding other variables on which we have no cbntiSuppose the student body of
Mount Kenya is 55 percent female and 45 percenem@he sampling quota would call
for sampling students at a 55 to 45 percent rafibis would eliminate distortions due to
a nonrepresentative gender ratio.

In most quota samples, researchers specify moredha control dimension. Each should
meet two tests: (1) it should have a distributiothe population that we can estimate. (2)
It should be pertinent to the topic studied. Weyrhalieve that responses to a question
should vary, depending on the gender of the resgandif so, we should seek proportional
responses from both men and women. We may aldahHat undergraduates differ from
graduate students, so this would be a dimensiotherQlimensions such as the student’s
academic discipline, ethnic group, religious adfibn, and social group affiliation may be
chosen. Only a few of these controls can be uskal.illustrate, suppose we consider the
following:

Gender — two categories — male, female
Class level — two categories — graduate and unadugte

College — six categories — Arts and Science, Agjuce, Architecture, Business,
Engineering, other

Religion — four categories — Protestant, Cathdkuyish, other
Fraternal affiliation — two categories — membemmember

Family social-economic class — three categorieppey middle, lower
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Quota sampling has several weaknesses. Firgtjéhehat quotas on some variables assume
representativeness on others is argument by analbgyves no assurance that the-sample is
representative on the variables being studied.erQtihe data used to provide gontrols may
also be dated or inaccurate. There is also aipahdimit on the number ofi;Simultaneous
controls that can be applied to ensure preciskinally, the choice of subjects is left to field
workers to make on a judgemental basis. They nmapse only friendly looking people,
people who are convenient to them, and so forth.

Despite the problems with quota sampling, it is elydused by opinion pollsters and
marketing and other researchers. Probability sagd usually much more costly and time-
consuming. Advocates of quota sampling argue thiaile there is some danger of
systematic bias, the risks are usually not thaatgreWhere predictive validity has been
checked (e.g., in election polls), quota sampliag been generally satisfactory.

3. Snowball. This design has found a niche in recent yeaegpplications where respondents
are difficult to identify and are best located tgh referral networks. In the initial stage of
snowball sampling, individuals are discovered analymor may not be selected through
probability methods. This group is then used tcate others who possess similar
characteristics and who, in turn, identify othe8milar to a reverse search for bibliographic
sources, the ‘snowball’ gathers a subject as g adbng.

Variations on snowball sampling have been usedtwdysdrug cultures, teenage gang
activities, power elites, community relations, @esi trading and other applications where
respondents are difficult to identify and contact.

4. Dimensional Sampling The researcher identifies the various charatiesi of interest in a
population and obtains at least one corresponderdgviery combination of those factors. It
is a further refinement of the quota sampling téghe. (ie, you have a number of features,
male/female, so you choose one man to represenhdéimeand one woman to represent the
women).

3.11 Resource allocation and budgets

General notions about research budgets have aneytie single out data collection as the most
costly activity. Data collection requires subsi@ntesources but perhaps less of the budget than
clients/students will expect. Research assistamist be paid, training and travel must be
provided, and other expenses are incurred; buptiase of the project often takes not more than
one third of the total research budget. The ggqagcascope and the number of observations
required do affect the cost but much of the castelatively independent of the size of the data-
gathering efforts. Thus, a guide might be that:
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a. Project planning,
b. Data gathering, and
c. Analysis, interpretation and reporting each shamuaequally in the budget.

Without budgetary approval, many research effores tarminated for lack of resources. A
budget may require significant development and dwmntation as in grant and contract research,
or it may require less attention as in a studeptgect or investigations funded out of the
researcher’s own resources.

3.12 The research approval

A written proposal is often required when a stuslypeing suggested. It ensures that the parties
concur on the project's purpose and on the propasethods of investigation. Times and
budgets are often spelled out, as are other redpliress and obligations. Depending on the
needs and desires of the researcher, substantikgfoaind detail and elaboration of proposed
techniques may be included. The length and contglex research proposals range widely.
Business research proposals normally range fromt@men pages. Applicants for foundations
or government research grants typically file a psgb request of a few pages, often in a
standardized format specified by the granting agenith the student’s academic research
proposal, there is no accepted length but a ruléwahb criterion is used to suggest a 20 and 25
page as ideal. Every proposal, regardless of hestgbpuld includéwo basic sections.

1. A statement of the research question (problem) and

2. A brief description of research methodology

3.13 Pilot Testing

The data-gathering phase of the research procegslly begins with pilot testing. Pilot testing
may be skipped when the researcher tries to cordbesoroject time frame.

A pilot test is conducted to detect weakness in desigmatrdimentation and provide proxy data
for selection of a probability sample. It shouldertefore draw subjects from the target
population and simulate the procedures and pratotoht have been designated for data
collection. If the study is a survey to be exeduiby mail, the pilot questionnaire should be
mailed. If the design calls for observation byusmobstructive researcher, this behaviour should
be practiced. The size of the pilot group may eafrigm 25 to 100 subjects depending on the
method to be tested, but the respondents do na& twabe statistically selected. In very small
populations or special applications, pilot testinms the risk of exhausting the supply of
respondents and sensitizing them to the purposethef study. This risk is generally
overshadowed by the improvements made to the desigrtrial run.
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There a number of variations on pilot testing. $avhthem are intentionally restricted tgydata
collection activities. One fornpretesting may rely on colleagues, respondent, surfggates or
actual respondents for the purpose of refining asueng instrument. This important activity
has saved countless survey studies form disastesing the suggestions of thexYespondents to
identify and change confusing, awkward, or offeesjuestions and techniques. Pretesting may
be repeated several times to refine instrumentpeascedures.

3.14 Data collection

The gathering of data may range from a simple olas@n at one location to a grandiose survey
of multinational corporations at sites in differguarts of the world. The method selected will

largely determine how the data are collected. Qumsaires, standardized tests, observational
forms, etc are among the devices used to recordiahav

But what are data? One writer defingsta on the facts presented to the researcher from the
study’s environment. Data may be further charadrby their:

a. Abstractness

b. Verifiability

c. Elusiveness and

d. Closeness to the phenomenon

As abstractions data are more metaphorical thdn Fea example, the growth in GNP cannot be
observed directly; only the effects of it may beamled. Second, data are processed by our
senses-often limited in comparison to the sensestloér living organisms; when sensory
experiences consistently produce the same resultdata are said to be trust worthy because
they may be verified.

Third, capturing data is complicated by the speewlich events occur and the time-bound
nature of observation. Opinions, preferences dftides vary from one decade to another with
the passage of time. For example, attitudes afmending during the 1980s differ dramatically
one decade later in the same population. Finaata classified by their closeness to the
phenomenaSecondary data have had at least one level of interpretationriesebetween the
event and its recording2rimary data are sought for their promixity to the truth anchtvol over
error. These cautions remind us to use care inguieg data collection procedures and
generalizing from results.

Data are edited to ensure consistency across résptsand to locate omissions. In the case of
survey methods, editing reduces errors in the ddegy improves legibility and clarifies unclear
and inappropriate responses. Edited dates aretitanto a form that makes analysis possible.
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Desk research

It is also referred to asecondary research.

Desk research is term that refers to the collectibeecondary data or that whichshas already
been collected.

To most people it suggests published reports, &atdstics that are either electronic or in hard
copy. Therefore libraries, online databases andntieenet are certainly important sources as are
speaking to someone at a trade association oricgroyt an interview with an industry expert.

Field research

Also referred to as primary market research

Field research refers to the collection of primdaya, i.e data collected for analysis for the very
first time.

It requires proper preparation since there arenabaun of items that need to be addressed are for
one can set out to the field for data collection.

3.15 Analysis and Interpretation

Raw data are rarely useful in decision making. eBeshers generate information by analyzing
data after its collection. Data analysis usually involves reducing accumulated data to a
manageable size, developing summaries, lookingdtterns and applying statistical techniques.
Further, researchers must interprete these findmgght of the research questions or determine
if the results are consistent with their hypothesid theories.

3.16 Reporting the results

Finally it is necessary to prepare a report andstrat the findings and recommendations to the
manager/supervisor for the intended purpose. The and organization of the report will differ
according to the target audience the occasion bedutrpose of the research. The results of
applied research may be communicated in a conferkalt, a letter, a written report or an oral
presentation and sometimes all of them. Reseapbrts are occasionally shelved without
action. Inferior communication of results is anpary reason for this outcome. At a minimum, a
research report should contain these sections:
a) An Executive summaryonsisting of a synopsis of the problem, findingad
recommendations.
b) An overview of the researchThe problem’s background, literature summarythoes
and procedures, conclusions
c) A section on implementation strategies for the nec@ndations.
d) A technical appendiwith all the materials necessary to replicatepiugect.
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3.17Types of variables

There are five (5) types of variables that onékisly to find in a research study, and.these are:
a) Dependent variables

b) Independent variables

c) Intervening variables

d) Extraneous variables

e) Moderating variables

a) Independent and Dependent Variables

Independent variable is a variable that a researclagipulates in order to determine its change
or its influence on another variable (predictoriafle), because it will predict the amount of
variation that occurs in another variable. It isa@iable which influences the dependent variable
in either a positive way or a negative way.

The dependent variable attempts to indicate thal tofluence arising from the total effect
arising from the independent variable. A dependantble therefore varies as a function of the
independent variable. In other words, it is thealde which is expected to change as a result of
the presence or absence or magnitude of the indepéewmariable.

For example,does a participative leadership style (independegatiable) influence job
satisfaction or performance (dependent variajJ#edt is important to remember that there are no
preordained variables waiting to be discovered tbate’ that are automatically assigned to one
category or the other. Has Hover has noted, tiseerething very tricky about the notion of
independence and dependence. But there is somettuky about the fact that the relationship
of independence and dependence is a figment aktearcher’'s imagination until demonstrated
convincingly. Researchers hypothesize relatiorssiup independence and dependence: they
invent them, and then they try by reality testiogsee if the relationships actually work out that
way.

b) Moderating Variables

In each relationship, there is at least one indépenvariable (IV) and a dependent variable
(DV). lItis normally hypothesized that in some wihg IV ‘causes’ the DV to occur. For simple
relationships, all other variables are considerddaneousnd ignored.

In a typical office, we might be interested in adst of the effect of the four-day workweek on
office productivity and hypothesize the following:
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* The introduction of the six-day workweek (IV) wetd to increased office productivity per
worker-hour (DV).

In actual study situations, however, such a simphe-on-one relationship:*heeds to be

conditioned or revised to take other variables iat@ount. Often one uses another type of

explanatory variable of value here- the moderatiagable (MV). A moderating variable is a

second independent variable that is included beeaitisis believed to have a significant

contributory or contingent effect on the originally-DV relationship

For example, one may hypothesize that

* The introduction of the six-day workweek (IV) wiad to higher productivity (DV)
especially among younger workers (MV).

In this case, there is a differential pattern ofatienship between the six-day week and
productivity that is the result of age differene@song the workers.

Six-day week Productivity
(IV) (DV)

Younger

c) Extraneous Variables

These are those variables that affect the outcofma oesearch study either because the
researcher is not aware of their existence, orhkss aware, there are not controls for theih
extraneous variables are not considered, it iscdiffto determine how much influence on the
dependent variable, is due to an extraneous variabd how much is due to the independent
variable. Extraneous variables are sometimesregfdo asonfounding variablesdbecause they
confound the effect of the independent variabléhendependent variable.

One might think that thkind of work being doneould have an effect on any work week length

impact on office productivity. This might leadadar introducing a control as follows:

* In a routine office work (EV-control), the introdiimn of a six-day workweek (1V) will lead
to higher productivity (DV), especially among yoengvorkers (MV).
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In our office example, we would attempt to contiai type of work by studying the effecis of
the six-day week within groups performing differégyyies of work.

Teaching methods Performance
(ID) (DV)

A 4

Students are

A 4

In this example, some students may be performinly agea result of not only good teaching
methods, but because of their parentage (genes).

d) Intervening Variables

An intervening variable is a conceptual mechanibnough which the 1V and the MV might
affect the DV. The intervening variable (IVV) may be defined asttfactor which theoretically
affects the observed phenomenon but cannot be se&asured, or manipulated, its effect must
be inferred from the effects of the independent aradlerating variables on the observed
phenomenan In other words, it is a variable that comes leewthe independent and dependent
variable. It is a variable which surfaces betwdles time the independent and moderating
variable operate to influence the dependent vagiabl

lllustration

A 4

Marital status Absenteeism

Domestic work

In the case of the workweek hypothesis, one migihw ¥heintervening variabl€IVV) to be job

satisfactiongiving a hypothesis such as:

* The introduction of a six-day workweek (IV) willate to higher productivity (DV) by
increasing job satisfaction (IVV).

We may use the following illustration to demongdrétte relationships involving independent,
moderating, controlled extraneous and dependeuntsal

v' The management of a bank wishes to study the effepromotion on savings. It might
advance the following hypothesis:
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* A promotion campaign (IV) will increase savingsiaty (DV), especially when free fiizes
are offered (MV), but chiefly among smaller sav@¥-control). The results cogie from
enhancing the motivation to save (IVV).

3.18 Hypothesis

The research literature disagrees about the meanithg terms proposition and hypothesis. We
define a proposition as a statement about contleatsnay be judged as true or false if it refers
to observable phenomenaVhen a proposition is formulated for empiricasting, we call it a
hypothesis For our purpose, we shall define a hypothesia tmntative explanation for certain
behaviour (phenomena) which have occurred or vaduo. An hypothesis states the research
expectations concerning the relationships betwéenvariables in the research problem. It is
the most specific statement of the problem anthies what the researcher thinks would be the
outcome of the research to be undertaken.

Hypotheses are derived from or are based on egigtirories, previous research, personal
observations or experiences. Each hypothesis wglllally express a predicted relationship
between two or more variables or concepts.

It is important to note that while hypothesis aeatcal to empirical researchot all researches
must have hypothesisVere hypothesis are omitted the study should laaskear statement of
research questions, assumptions or objectivégpotheses have to be tested, but assumptions do
not have to be tested. Testing hypothesis doepmoe or disprove the hypothesis. Data is
collected and analyzed determine whether the hysathd relationship existif the results fail

to support a stated hypothesis, it does not mean ttie study has failed. Such a situation
implies that existing theories or principles need lie revised or retested under various
situations.

Types of Hypothesis
1. Null Hypothesis

It is a statement that no relationship or differerexists between the parameter and the statistic

being compared to.itAnalysts usually test to determine whether ther® been no change in the

population of interest or whether a real differereests. Any relationship in this case or

difference between the two is merely due to chamsesome error. The null hypothesis is

usually denoted as (Ho ;).

Example:

» There is no relationship between vacation benafits employees job satisfaction.

* There is no significant difference in performaneaween learners who participate in class
discussion and those who do not.
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2. Alternative Direction Hypothesis
It is a statement that states that a relationshiglifference exists between the stipulatedvariable
and goes further to specify the nature of the retethip or difference between variabies.

This means that the relationship may be statedeasglgreater than, less than, increased,
decreased, higher than, lower thatt. Alternative hypothesis are denoted as;H
Example: The higher the vacation benefits, the higher tlhesptisfaction among employees.

3. Alternative non-directional hypothesis

This type of hypothesis state that there is a im#lahip or difference between the stipulated
variables but the researcher does not know theaafusuch a relationship or difference. These
types of hypothesis do indicate a relationship ifeietnce but do not indicate the direction of
these relationships. From these hypotheses,nibtigossible to say whether the relationship is
positive or negative.

Example There is a relationship between vacation benhafid employees job satisfaction.

Good hypothesis should have the following charégsties
* They must state clearly and briefly the expectéatimnships between variables.

» They must have both the independent and dependeables.

* They must be based on a sound rationale derived fh@ory or from previous research
or professional experience.

* They must be consistent with generally acceptetstoa common sense.

* They must be testable. A hypothesis is not testdht calls for techniques that are not
available with the present state of the art. Adilpsis is also untestable if it calls for an
explanation that defies known physical or psychcaigaws.

* They should be testable within a reasonable period.

* Variables tested in the hypothesis must be comdisti¢h the purpose, statement and
objective of the study.

* Good hypothesis must be simple and as precisesss®

Purposes of having a hypothesis in research (funotis)

» Hypothesis provides direction; they bridge the dapween the problem and evidence
needed for its solution.

* Hypotheses ensure collection of the evidence napgss answer the question posed in
the statement of the problem.

* Hypothesis permit the researcher to understangrblelem with greater clarity and use
the data collected to find solutions to the problem

* Hypothesis form the framework for the ultimate das®mns of a study, researchers
always bases their conclusions on the resultssté taf their hypothesis.
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* Hypothesis enables the investigation to assesifbemation collected from the_ siand
point of both relevance and organization.

Therefore, the most important role of hypothesidoisguide the direction of.$he study. A
frequent problem in research is the proliferatibmteresting information. Unless the researcher
curbs the urge to include additional element, dysttan be diluted by trivial concerns that do not
answer the basic questions posed. The virtuesolhypothesis is that, if taken seriously, it limits
what shall be studied and what shall not. It idest facts that are relevant and those that are
not; in so doing, it suggests which form of reshatesign is likely to be more appropriate. A
final role of the hypothesis is to provide a franogkvfor organizing the conclusions that result.

1. Theory

A person not familiar with research uses the tédraory to express the opposite of fat this
sense, theory is viewed as being speculat@&e hears that Doctor A is too theoretical, that
managers need to be practical, or that some idélanat work because it is too theoreticarlhis

is an incorrect picture of the relationship betwésast and theory.

When you are too theoretical, your basis of explanaor decision is not sufficiently attuned to
specific empirical conditions. This may be so, luloes not prove that theory and fact are
opposites. The truth is that fact and theory aehenecessary for each other to be of value. Our
ability to make rational decisions, as well as ¢velop scientific knowledge, is measured by the
degree to which we combine fact and theory. Wepadirate on the basis of theories we hold. In
one sense, theories are the generalizations we ataké variables and the relationships among
them. We use these generalizations to make dasisind predict outcomes.

Consider a situation where you are called on teruntw two persons for possible promotion to

the position of department manager. Do you haveeary about what characteristics such a
person should have? Suppose you interview Ms Addosgrve that she answers your questions
well, openly, and apparently sincerely. She algpre&sses thoughtful ideas about how to

improve departmental functioning and is articuiatetating her views. Ms B, on the other hand,
is guarded in her comments and reluctant to advaheas for improvement. She answers

guestions by saying what ‘Mr. General Manager wang&he is also less articulate and seems
less sincere to Ms A. You would probably choosebAsed on the way you combine the

concepts, definitions, and hypothesis mentioned atheory of managerial effectiveness. It

may not be a good theory because of the variabléave ignored, but it illustrates that we all

use theory to guide our decisions, predictions,epdanations.

A theory is set of systematically interrelated apts, definitions, and propositions that are

advanced to explain and predict phenomena (facks)this sense, we have many theories and
use them continually to explain or predict what g@® around us. To the degree that our
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theories are sound, and fit the situation, we aceessful in our explanations and predictions.
Thus, while a given theory and a set of facts matyfity they are not opposite®ur challelge is
to build a better theory and to be more skillfufitting theory and fact together.

Theory and Research
It is important for researchers to recognize thevgmveness and value of theory. Theory serves

us in many useful ways:

a. First, as orientation, it narrows the range of Sase need to study. Any problem may be
studied in a number of different ways, and thearygests which ways are likely to yield the
greatest meaning.

b. Theory may also suggest a system for the reseatcherpose on data in order to classify
them in the most meaningful way.

c. Theory also summarizes what is known about an blojfestudy and states the uniformities
that lie beyond the immediate observation; whetoés so, theory can also be used to predict
further facts that should be found.
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3.19 Review Questions

1.

Explain the following terms:
I. Sample

ii.  Population

iii.  Census
What are the benefits of sampling over census?
What is the difference between probability sampliawgd non-probability sampling
techniques?
What are the major steps in the sampling desigoeguhare?
Describe any three probability sampling techniq@esl any three non-probability
sampling techniques
Distinguish between the following:
Exploratory and formal studies.
Experimental and expost facto research designs.
Descriptive and causal studies.

. You have been asked to determine how large colpasatprepare for contract

negotiations with trade unions. Since you knovatreély little about this subject, how

will you find out? Be as specific as possible.

You are the administrative assistant of a divismanager in a large manufacturing
organisation. You and the division manager hagé gome from the general manager’'s
office, where you were informed that the assembjegormance is unsatisfactory. You

had sensed tension among the workers but had metdsved it unusual. The division

manager calls you into the office after the meetamgl instructs you to investigate.
Suggest at least three different types of rese#éneh might be appropriate in this

situation.

Discuss the problems of trading off exploration gmldt testing under tight budgetary

constraints. What are the immediate and long-tffacts?

10. You wish to study a condition that you haveesbed: ‘Some workers seem to be much
more diligent than others.

i) Propose at least three concepts and three corssyraetmight use in such a study.

i) How might these concepts and/or constructs beectkat hypothesis?
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CONTINUOUS ASSESSMENT TEST

Mount Kenya University

Business Research Methods
BBM/SBC 323

CAT (30 MARKS)
1. What is research? Why should there be any queshoant the definition of research?

2. Managers who wish to have information on which &sdéa decision face a make-or-buy
situation. What are the problems they face incéiglg either of these alternatives?

3. You are the Manager of the Mount Kenya Region wfggor corporation supervising five
animal feed plants scattered over four districSorporate headquarters asks you to
conduct an investigation to determine whether ahyhese plants should be closed,
expanded, moved or reduced. Is there a possibiiatobetween your roles as a
researcher and Manager? Explain.

4. i. Define the term ‘Research proposal’

il. Outline thethree essential components of a proposal
5. In a Research proposal, one of the key areas &etaent of the problem.” Briefly
explain any four challenges faced in articulating tesearch problem
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TOPIC FOUR

BASIC MEASUREMENT AND SEALING TECHNIQUES

Objectives
By the end of this Lecture, you should be able to:

1. Define the term measurement

2. Describe various measurement scales

3. Describe the characteristics of sound measurement
4. Be able to distinguish between validity and religji

4.0 Introduction

In everyday usage, measurement occurs when arlisiségbyardstick verifies the height, weight
or another feature of a physical object. How well like a song, a painting, or the personality
of a friend is also a measurement. In a dictiprsnse, to measure is to discover the extent,
dimensions, quantity, or capacity of somethingeesdly by comparison with a standard. We
measure casually in daily life, but in researchréwuirements are rigorous.

Measurement in research consists of assigning nismiempirical events in compliance with a
set of rules. This definition implies that measuent is a three part process:

(1) Selecting observable empirical events.
(i) Using numbers or symbols to represent aspectsafvhnts, and
(i) Applying a mapping rule to connect the observatmthe symbol.

As already noted, measurement is the assignmemiirokrals to objects or events according to
some rules. A rule is a guide that directs youhow to go about assigning numerals. A
numeral is a symbol of the form 1, 2, 3, or Ll,..... A numeral has no quantitative meaning
unless we give it such a meaning. It is simplgymbol of special kind. Numbers are used
because they facilitate communication of the meament procedures and the results from
researcher to researcher. In addition the useiwibers allows mathematical manipulations of
the measurement data.

A note of postulates

A postulate is an assumption that is an essentakguisite to carrying out some operations or
some thinking. In this case it is an assumptibaua the relations between the objects being
measured.

There are three important postulates;
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0] Either (a=b) or (ab) but not both. This postulate is necessaryckassification
in data analysis.

(i) If (a=b) and (b=c), then (a=c). This postulate déesla measurementito establish
the equality of set numbers on a characteristicdmparing objectss
(i) If (@ b) and (b c¢) then (a c). This is an impatt postulate and most

measurements in marketing research depend on it.

4.1 Types of scales

A scale is a device for measuring magnitude or tityaof a variable. Scales may be a
series of steps, degrees, a scheme of graded asnfsant the highest to lowest, an
indicator of relative size; scales may also dedigy@gpropriate categories such as age,
sex, etc;

There are four types of scales commonly used a&dd®f measurements.

(@) Nominal scale
In business and social research, nominal data esbaply more widely
collected than any other. When you collect nomawth, you partition a set
into categories that are mutually exclusive andectively exhaustive.

In this type of scale, the numbers serve only belfaor tags for identifying
objects, events or characteristics. For instaagqegrson identity card number
is a nominal scale. It only serves the functibidentifying the person. We
can assign numbers to football players, telephabsaibers or to products in
a storeroom. These numbers or codes have no matical implication, and
the only property conveyed by the number is idgntitArithmetic operations
cannot be performed on these numbers, as they wawiel no meaning.

The only permissible mathematical operations in imanscales are those
leased upon counting such as frequencies, modegexoentages.

There are three forms of nominal scales:

(1) label nominal scale
(i) category nominal scale
(iii) mixture nominal scale

i) Label nominal scale This is the most elementary nominal scale. aBel nominal scale is
simply a label assigned to an object in order &nidy and keep track of it. In this kind of
scaling each label is unique to one object andgeses no meaning in itself.
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i) Category nominal scale: This is the most commonly used nominal scale s@ting
research. In category nominal scale, numbersuseel to represent mutually exgtusive and
exhaustive categories of objects. Thus, one nulssify the residents of a city according to
their expressed religious preferences. Classificaset A given in table 8.1 is not a sound
category nominal scale because it is not colleitiexhaustive. Set B meets the minimum
requirements, although this classification may bmeruseful for some research purposes than
others.

Table 8

A B

Baptist Catholic
Catholic Jewish
Jewish Protestant
Lutheran Other
Methodist None
Presbyterian

Protestant

Thus each category must be assigned to one, agcoalscale category, and must possess the
measured common characteristic. Other exampleshafacteristics measured with category
nominal scale include sex, tribe and so forth.r iRstance, in a given study men may be coded
‘1’ and women ‘2’ and this serves no other functapart from classification.

iii)  Mixture nominal Scale: This is a nominal scale which is partially a laBége numbers
and labels assigned football players serve to iyetite individual players, and also to place
players in a category.

(b)Ordinal scales

This is a qualitative scale comprised of equal appg intervals that rank observations from
large to small. This scale indicates rank ordey.onlt does not indicate the nature of the
intervals between the ranks. For example, if sdvepft drinks are scaled according to
sweetness, and number 1 represents the highestedefjisweetness, then the drinks assigned
number 3 would be sweeter than one assigned nunitnglr less sweet than one assigned number
2.

Note that with ordinal scale the only permittedestaents are of greater than or less than nature;
we cannot make statements about how much lessapacteristic one object posses relative to
another.
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Ordinal measures commonly have only three to fategories, i.e, good, better, best o

5 4 3 ? 1
Excellent Very good Average Below average Very poor
Or
Strongly agree  Agree No opmio Disagree Strongly disagree

In dealing with ordinal scale, statistical desddptto positional measures such as median,
quartile, percetile or other summary charactessibich deal with order among quantities.

c) Interval scales

Interval scale has the power of nominal and ordsedle plus one additional strength; it
incorporates the concept of equality in intervhk(tlistance between 1 and 2 equals the distance
between 2 and 3). The intervals are known an@leqlihey can be added, subtracted and their
summaries can be subjected to statistical testhe interval scale does not have an absolute
zero. The zero point of this scale is arbitrényt, it permits inferences to be made.

One common example of the interval scaling is th@rénheit and centigrade scales used to
measure temperature.  An arbitrary zero is asdigneeach scale, and equal temperature
differences are found by scaling equal volumes xpaasion in the liquid used in the
thermometer.

Interval scales permit inferences to be made abwtdifferences between the entities to be
measured (warmness); but we cannot say that ang val a specific interval scale is a multiple
of another. Thus a temperature of/5@ not twice as hot as a temperature 6F25Also, the
elapsed time between 3 and 6 a.m equals the titneebe 4 and 7 a.m., but one cannot say 6
a.m. is twice as late as 3 a.m.

When a scale is interval, you use the arithmetianres the measure of central tendency. You
can compute the average time of first arrival o€ks at a warehouse. The standard deviation is
the measure of dispersion for arrival time. Pridooment correlation, t-tests, and F-tests and
other parametric tests are the statistical proesdaf choice.

d) Ratio Scale

This is the highest level of measurement amongescal It incorporates all the powers of the
previous scales plus the provision for absolut® oerorigin. Ratio scale represents the actual
amounts of a variable. Measures of physical dsims such as weight, height, distance, and
are examples. In business research, we find satites in many areas. These include money
values, population counts, distances, return raresiuctivity rates.
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4.2 Sources of measurement differences

The ideal study should be designed and controbbegrfecise and unambiguous#wieasurement of
the variables. Since attainment of this idealdikely, we must recognize the sources of
potential error and try to eliminate, neutralizeotinerwise deal with them. Much potential error
is systematic (results from a bias) while the rexar is random (occurs erratically). Seltiz C
etal (1976) has pointed out several sources fromnhwineasured differences can come.

0] The respondent as an error source
A respondent may be reluctant to express strongtivegfeelings or may have little
knowledge about a personality i.e the president,bleureluctant to admit ignorance.
This reluctance can lead to an interview of ‘gussse

Respondents may also suffer from temporary fadtkesfatigue, boredom, anxiety,
or other distractions; these limit the ability espond accurately and fully. Hunger,
impatience, or general variations in mood may abee an impact.

(i) Situational Factors. Any condition that places a strain on the intamwcan have
serious effects on the interviewer — respondemogp If another person is present,
that person can distort responses by joining indisyracting, or merely by being
present. If the respondents believe anonymihpiensured, they may be reluctant to
express certain feelings.

(i) The measure as an error source

The interviewer can distort responses by rewordpa,aphrasing, or reordering
guestions. Stereotypes in appearance and aatimuuce bias. Inflections of voice
and conscious or unconscious prompting with smilesds, and so forth may
encourage or discourage certain replies: careleshamical processing — checking of
the wrong response or failure to record full repliewill obviously distort feelings.
In the data analysis stage, incorrect coding aneless tabulation, and faulty
statistical calculation may introduce further estor

(iv) Instrument as an error source
A defective instrument can cause distortion in twajor ways. First, it can be too
confusing and ambiguous. The use of complex wandissyntax beyond respondent
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comprehension is typical. Leading questions, godnis meanings, mechasiical
defects (inadequate space for replies, respondeecbmissions, and poor gttnting),
and multiple questions suggest the range of proflem

A more elusive type of instrument deficiency is p@ampling of the universe of
content items. Seldom does the instrument expddirehe potentially important
issues.

4.3 The Characteristics of Sound Measurement

What are the characteristics of a good measuretoel® An intuitive answer to this question is

that the tool should be an accurate counter ocatdr of what we are interested in measuring.
In addition, it should be easy and efficient to.useThere are three (3) major criteria for

evaluating a measurement tool:

> Validity : This refers to the extent to which a test measwieat we actually wish
to measure.

> Reliability: has to do with the accuracy and precision of aasueement
procedure.

» Practicality: is concerned with a wide range of factors of @roy, convenience,
and interpretability.

Validity in research
Validity in research is achieved through the in&@nd external validity of the study.

Internal validity: This refers to the outcome of the study as dase the function of the
program, a study has internal validity if the out@of the study is a function of the approach
being tested rather than results of the causesystematically dealt with.

Internal validity is justified by the conclusion®wave as researchers when we have been able to
control the threats of other variables (i.e inteimag variables, or moderating variables or
extraneous variables). The more you reduce tisances (other variables) affecting the study,
the more you attain the internal validity. Theme three widely accepted classification of
internal validity:

() content validity
(i) criterion — related validity
(iii) construct validity

0] Content validity
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The content validity of a measuring instrument hge extent to which it provides adeguate
coverage of the topic under study. If the insteaincontains a representative samfife of the
universe of subject matter of interest, then cantetidity is good. To evaluate.the content
validity of an instrument, one must first agreevamat elements constitute adequaie coverage of
the problem.

(i) Criterion-Related Validity
Criterion-related validity reflects the successmdasures used for prediction or estimation. You
may want to predict an outcome or estimate the@xie of a current behaviour or condition.

These arepredictive and concurrent validity, respectively. They differ only in a time
perspective. An opinion questionnaire that cdlyeiorecasts the outcome of a union election
has predictive validity. An observational methbdt correctly categorizes families by current
income class has concurrent validity. While thesamples appear to have simple and
ambiguous validity criteria, there are difficultiesestimating validity. Consider the problem of
estimating family income. There clearly is a kable true income for every family.
However, we may find it difficult to secure thigidire. Thus, while the criterion is conceptually
clear, it may be unavailable.

(i) Construct Validity
One may also wish to measure or infer the presehcstract characteristics for which no
empirical validation seems possible. Attitudeless@and aptitude and personality tests generally
concern concepts that fall in this category. @itgh this situation is much more difficult, some
assurance is still needed that the measurememtrhasceptable degree of validity.

In attempting to evaluateonstruct validity, we consider both the theory and the measuring
instrument being used. If we were interested ieasuring the effect of ceremony on

organizational culture, the way in which ceremongsvwoperationally defined would have to

correspond to an empirically grounded theory. @assured that the construct was meaningful
in a theoretical sense, we would next investigheeadequacy of the instrument. If a known

measure of ceremony in organizational culture waalable, we might correlate the results

obtained using this measure with those derived foamn new instrument. Such an approach
would provide us with preliminary indications @dnvergenvalidity.

Reliability

Reliability means many things to many people, lbuimiost contexts the notion of consistency
emerges. A measure is reliable to the degredtteapplies consistent resultsReliability is a
contributor to validity and is a necessary but safficient condition for validity.  The
relationship between reliability and validity caae $imply illustrated with the use of a bathroom
scale. If the scale measures your weight cogréaing a concurrent criterion such as a scale
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known to be accurate), then it is both reliable aalet. If it consistently overweighs you lay six
pounds, then the scale is reliable but not valid.the scale measures erratically froritime to
time, then it is not reliable and therefore carmowalid.

Reliability is concerned with estimates of the éegto which a measurement is free of random
or unstable error. It is not as valuable as wglidetermination, but it is much easier to assess.
Reliable instruments can be used with confideneg tifansient and situational factors are not
interfering. Reliable instruments are robustytherk well at different times under different
conditions.

4.4 Factors affecting the interval validity of a sady
Among the many threats to internal validity, we sider the following:

(a)History

During the time that a research is taking placeneseevents may occur that confuse the

relationship being studied. These are events niidngereincrease or decrease the expected
outcomes of the project. These are events whieat part of the project and they are not

planned for. They may just happen in the procédbe research and have tremendous effects
on the results of the study.

(b) Testing

The process of taking a test can affect the scofes second test. The mere experience of
taking the first test can have a learning effecit timfluences the results of the second test.
Subjects who are given a pretest are likely to raber some of the questions or some of the
errors they made when they are taking the posttdsiey are also likely to do somewhat better
on the posttest than they did on the pretest.

c) Instrumentation

This threat to internal validity results from chasgbetween observations, in measuring
instruments or in observer. Using different qisest at each measurement is an obvious source
of potential trouble, but using different observers interviewers also threatens validity.
Observer experience, boredom, fatigue, and antioipaf results can all distort the results of
separate observations. For example, an expedeimterviewer may obtain more complete
information from a correspondent than an inexpeeen interviewer. The additional
information may be due to the fact that the in®mar has become more skilled in asking
guestions or observing events and not due to feetadf the program or observing the effects of
the treatment.

(d) Maturation:
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Changes may also occur within the subject that fanation of the passage of time amg not
specific to any particular event. These are etsd concern when the study covers adeng time,
but they may also be factors in tests that ardnad s an hour or two. A subjects¢tan become
hungry, bored or tired in a short time, and thisdibon can affect response results.

(e) Selection

An important threat to internal validity is theffdrential selection of subjects for experimental
and control groups. Validity considerations reguhat groups be equivalent in every respect.
If subjects are randomly assigned to experimemtdlantrol groups, this selection problem can
be largely overcome. Additionally, matching thembers of the groups on key factors can
enhance the equivalence of the groups. Validdgsaerations require that the groups be
largely overcome. Additionally, matching the mearsb of the groups on key factors can
enhance the equivalence of the groups.

(f) Experiment Mortality

This occurs when the composition of the study gsoapanges during the test.  Attrition is
especially likely in the experimental group, andhweach dropout, the group changes. Because
members of the control group are not affected ey tdsting situation, they are less likely to
withdraw. In a compensation incentive study, s@mgloyees might not like the change in
compensation method and withdraw from the testgrtus action could distort the comparison
with the control group that has continued workimgler the established system, perhaps without
knowing a test is under way.

4.5 Factors affecting the external validity of thestudy

Internal validity factors cause confusion about thke the experimental treatment (x) or
extraneous factors are the source of observatiffereinces. In contrast, external validity is
concerned with the interactions of the experimeimégtment with other factors and the resulting
impact on abilities to generalize to times, seing persons.

(a) Reactive effects of testing:

If pre-testing has been used and which sensitizesekperimental subjects to the particular
treatment, then the effect of the treatment mapdrgially the result of the sensitization of the
pre-test.

(b) Interaction effects of selection bias

If the samples draw from the study is not represterd of the larger population, then it would be
difficult to generalize findings from the sampl@sthe population, and this may arise when the
samples are not drawn randomly from the populatioBonsider a study in which you a
cross-section of a population to participate ireaperiment, but a substantial number refuse. If
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you do the experiment only with those who agrepatdicipate, can the results be generalized to
the total population?

c) Other reactive factors

» The experimental settings themselves may havesaniiaffect on a subject’s response
to the treatment. An artificial setting can olwsty give results that are not
representative of large populations. Suppose &srwho are given an incentive pay are
moved to a different work area to separate themm ftbe control group. These new
conditions alone could create a strong reactiorlitiom.

> If subjects know they are participating in an expent, there may be a tendency to role-
play in a way that distorts the effect of the expental treatment.

4.6 Common effects related to the research process

There are other situations in which the internal arternal validity of the study may both be
threatened simultaneously. This is brought albguivhat we call research effects, which have
nothing to do with the treatment.

1. Hawthorne Effect

This refers to a situation where subject awarepés®ing in an experimental group motivates
them to perform better.  Therefore the most inftied factor on the subjects is not the
independent variable but their awareness of beiregspecial group.

2. The placebo Effect
This is common to medical studies. Researchessrab that a drug administered to any group
of parties has two effects.

0] Chemical effect

(i) Psychological effect

To counteract this effect, researchers use a ptaaet this is an inactive substance which has
the same colour and tests as the active drug; dialfe subjects (experimental group) are given
the active drug and the other alf (control groue) given the placebo inactive drug.

If there is a significance difference between thtvge groups, the drug may be said to have a
significance effect.

4.7 Review Questions
1. What are the essential differences among ndnardinal, interval and ratio scales?
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2. You have data from a corporation on the ansakry of each of its 200 employees.
a) lllustrate how the data can be presented as iateryal, ordinal and nominalata.
b) Describe the successive loss of information onptfesentation changes from ratio to
nominal.
3. Briefly explain validity in research
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TOPIC FIVE

DATA COLLECTION AND TECHNIQUES

OBJECTIVES
By the end of this lecture, you should be able to:
1. Identify and describe the various methods of ctilecprimary data.
2. Explain the factors to be considered before chgpaidata collection method.
3. List and describe the advantages and disadvantdgesing the personal interview,
telephone and mail interview.
4. Construct a questionnaire and administer it.

5.0 The sources and collection of data

In practice, most statistical data exist in offi@ad private records that are compiled as part of
the routine of the day-to-day activities of pubbecganizations and private firms.  Thus,
government departments routinely record figureswsh matters as births and deaths, number of
accidents, per period, quantities of items expootetinported per period etc. Private firms also
maintain continuous records on personnel, salggereses, production, etc.

Primary data are those which are collected for fite# time and thus original in character,
whereas secondary data are those which have allesatycollected by some other persons and
which have passed through the statistical macHiltesaat once.

Primary data are in the shape of raw materials hachvstatistical methods are applied for the
purpose of analysis and interpretations. Secgndata are usually in the shape of finished
products since they have been treated statistioalsome form or the other. Therefore when
data are used for purposes other than those fazhwthiey were originally complied, they are
known as secondarydata.

It may be observed that the distinction betweemary and secondary data is a matter of degree
or relativity only. The same set of data may éeosdary in the hands of one and primary in the
hands of others. In general, the data are prirttatige source who collects and processes them
for the first time and are secondary for all otbeurces who later use such data.
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For instance, the data relating to mortality (deedtes) and fertility (birth rate) in Kehya
published by the office of Registrar of births addaths are primary whereas ite same
reproduced by the United Nations Organization (@QNn its United Nations Statistical Abstract
become secondary in as far as the later agency jusNé@ncerned.

5.1 Choice between Primary and Secondary Data

Obviously, there are a lot of differences in thethd of collection of primary and secondary
data. In the case of primary data which is tacbkéected originally, the entire scheme of the
plan starting with the definition of various termsed, units to be employed, type of enquiry to
be conducted, extent of accuracy aimed at eto) iset formulated whereas the collection of
secondary data is in the form of mere compilatibthe existing data.

A proper choice between the types of data needednfyp particular statistical investigation is to
be made after taking into consideration:

that nature

the objective, and

scope of the enquiry;

the time and finances (budget) at the disposatsdarcher;

The degree of precision aimed at; when conductirsgiraey, primary data on the
great advantage in that the exact information igiokd. Terms can be carefully
defined so that misunderstandings are avoided raasfas possible. In fact the
investigations can be geared to cover all the gtoconsidered necessary without
having to rely on possibly out of date information.The staff carrying out the

investigation can be specifically picked for thegmse in mind.

YV V VYV

Many business statistics are compiled from secgondiatia which has certain advantages.
» The information will be obtained more speedily, atdess cost than primary data.
» In addition, no large army of investigators will tegjuired.

Secondary data must, however be used with great aad the investigator must be satisfied that
the data is sufficiently accurate for statisticaldstigation. It is necessary for the researther
know the source, the method of compilation andpilngose for which the original investigation
was carried out.

Furthermore, information must be available as te timits in which the data is expressed
including any change in those units since theiginal collection, and the degree of accuracy of
the results cannot be determined. Secondary tatades an important source of statistical
information, particularly when circumstances makanripractical to obtain primary data. It
must always, however, be applied in full knowledgés limitations.
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5.2 Modes of data collection

1. Personal Interview

A personal interview (i.e face to face) is a twoywmnversation initiated by an interviewer to
obtain information from a respondent. The diff@es in roles of interviewer and respondent
are pronounced. They are typically strangers,thadnterviewer generally controls the topics
and patterns of discussion. The consequencebeoétent are usually insignificant for the
respondent. The respondent is asked to providenmation and has little hope of receiving any
immediate or direct benefit from this cooperation.Yet if the interview is carried off
successfully, it is an excellent data collectiacht@que.

There are real advantages and clear limitatioqetsonal interviewing. The greatest value lies
in the depth of information and detail that carsbeured.

It far exceeds the information secured from teleygh@nd self-administered studies, mail
surveys, or computer (both intranet and Internefjhe interviewer can also do more things to
improve the quality of the information receivedrnhaith another method.

Interviewers also have more control than with ottiads of interrogation. They can prescreen
to ensure the correct respondent is replying, d®y ttan set up and control interviewing

conditions. They can use special scoring devacesvisual materials. Interviewers also can
adjust to the language of the interview becausg tam observe the problems and effects the
interview is having on the respondent.

With such advantages, why would anyone want toamseother survey method? Probably the
greatest reason is that the method is costly, ih bwney and time. Costs are particularly high
if the study covers a wide geographic area or hesgent sampling requirements.  An
exception to this is thimtercept interviewthat targets respondents in centralized locatsuth

as shoppers in retail malls. Intercept interviawduce costs associated with the need for
several interviewers, training and travel. Prddaed service demonstrations can also be
coordinated, further reducing costs. Their cditetiveness, however, is offset when
representative sampling is crucial to the studyome.
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Requirements for SuccessThree broad conditions must be met to have aesstal personal
interview. They are;

(1) availability of the needed information from thepeadent,

(2) anunderstanding by the respondent of his or Her and

(3) Adequate motivation by the respondent to cooperalée interviewer can do little
about the respondent’s information level. Scnegniguestions can qualify
respondents when there is doubt about their altititanswer.  This is the study
designer’s responsibility.

Interviewers can influence respondents in many wags interviewer can explain what kind of
answer is sought, how complete it should be, andvivat terms it should be expressed.
Interviewers even do some coaching in the interyatthiough this can be a biasing factor.

Interviewing technique
At first, it may seem easy to question another grerabout various topics, but research

interviewing is not so simple. What we do or sayinterviewers can make or break a study.
Respondents often react more to their feelings tath@uinterviewer than to the content of the
guestions. It is also important for the interveewio ask the questions properly, record the
responses accurately, and probe meaningfully. ackoeve these aims, the interviewer must be
trained to carry out those procedures that fostgraal interviewing relationship.

Increasing Respondent’s Receptiveness
The first goal in an interview is to establish erfidly relationship with the respondent. Three
factors will help with respondent receptiveness.
The respondents must
(2) believe the experience will be pleasant and satigfy
(2)  think answering the survey is an important and ehile use of their time, and
3) Have any mental reservations satisfied. Whetmeekperience will be pleasant and
satisfying depends heavily on the interviewer. picglly, respondents will cooperate
with an interviewer whose behavior reveals confaemnd engages people on a
personal level. Effective interviewers are difigtiated not by demographic
characteristics but by these interpersonal skilBy confidence, we mean that most
respondents are immediately convinced they will warparticipate in the study and
cooperate fully with the interviewer. An engagipersonal style is one where the
interviewer instantly establishes credibility byagting to the individual needs of the
respondent.

86



For the respondent to think that answering the esung important and worthwhile?" some

explanation of the study’s purpose is necessatyoah the amount will vary. V1t is the

interviewer’s responsibility to discover what expdéion is needed and to suppty it. Usually,
the interviewer should state the purpose of thdysttell how the information will be used, and
suggest what is expected of the respondent. Rdspts should feel that their cooperation
would be meaningful to themselves and to the suresylts. When this is achieved, more
respondents will express their views willingly.

Respondents often have reservations about beiegvietved that must be over come. They
may suspect the interviewer is a disguised salespebill collector, or the like. In addition,
they may also feel inadequate or fear the questipmill embarrass them. Techniques for
successful interviewing of respondents in environtsi¢hey control — particularly their homes —
follow.

The Introduction
The respondent’s first reaction to the request dor interview is at best guarded one.

Interviewer appearance and action are criticabiming a good first impression. Interviewers
should immediately identify themselves by name anganization, and provide any special
identification. Introductory letters or other amimation confirms the study’s legitimacy. In this
brief but critical period, the interviewer must plsy friendly intentions and stimulate the
respondent’s interest.

The interviewer’s introductory explanations shobkl no more detailed than necessary. Too
much information can introduce a bias. Howeveme respondents will demand more detalil.
For them, the interviewer might explain the obpeetof the study, its background, how the
respondent was selected, the confidential natutbeointerview (if it is), and the benefits of the
research findings. Be prepared to deal with goestsuch as: “How did you happen to pick
me?” “Who gave you my name?” *“l don’t know enaugpout this.” “Why don’t you go next
door?” “Why are you doing this study?”

The home interview typically involves two stagesThe first occurs at the door when the
introductory remarks are made, but this is nottesfs&tory location for many interviews. In
trying to secure entrance, the interviewer willdfilh more effective to suggest the desired action
rather than to ask permission. “May | come in%i ba easily countered with a respondent’s no.
“I would like to come in and talk with you about X§' likely to be more successful.

If the Respondent Is Busy or Away If it is obvious that the respondent is busy, ityrbe a good
idea to give a general introduction and try to staete enough interest to arrange an interview at
another time. If the designated respondent isshbibme, the interviewer should briefly explain
the proposed visit to the person who is contactéds desirable to establish good relations with
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intermediaries since their attitudes can help intacting the proper respondent. Interviewers
contacting respondents door to door often leavingabr business cards with their affiiiation
and a number where they can be reached to resehéduinterview.

Establishing a Good Relationship The successful interview is based on rapport — ingaa
relationship of confidence and understanding betwiagerviewer and respondent. Interview
situations are often new to respondents, and tlemd rhelp in defining their roles. The
interviewer can help by conveying that the intewwie confidential (if it is) and important and
that the respondent can discuss the topics witdfmn from censure, coercion, or pressure.
Under these conditions, the respondent can obtaichnsatisfaction in “opening up” without
pressure being exerted.

Gathering the Data To this point, the communication aspects of thterinewing process have
been stressed. Having completed the introdu@mhestablished initial report, the interviewer
turns to the technical task of gathering informatio The interview centers on a prearranged
guestioning sequence. The technical task isaefihed in studies with a structured questioning
procedure (in contrast to an exploratory intervatuation). The interviewer should follow the
exact wording of the questions, ask them in theelopiesented, and ask every question that is
specified. When questions are misunderstood sinterpreted, they should be repeated.

A difficult task in interviewing is to make certathe answers adequately satisfy the question’s
objectives. To do this, the interviewer must tetite objectives of each question from a study
of the survey instructions or by asking the reseg@roject director. It is important to have this
information well in mind because many first respgmare inadequate even in the best-planned
studies.

The technique of stimulating respondents to ansmae fully and relevantly is termgutobing.
Since it presents a great potential for bias, &ehould be neutral and appear as a natural part
of the conversation. Appropriate probes (thosé wWhen used will elicit the desired information
while injecting a limited amount of bias) should bpecified by the designer of the data
collection instrument. There are several diffef@obing styles:

= A brief assertion of understanding and interesiVith comments such as “l see” or “
“uh-huh,” the interviewer can tell the responddmtthe interviewer is listening and is
interested in more.

= An expectant pause The simplest way to suggest to the respondesay more is a
pause along with an expectant look or a nod ofnéeed. This approach must be used
with caution. Some respondents have nothing nwsay, and frequent pausing could
create some embarrassing silences and make themmtortable, reducing their
willingness to participate further.
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» Repeating the question This is particularly useful when the respondagppears naito
understand the question or has strayed from thiecub

= Repeating the respondent’s replyThe interviewer can do this while writifg it wlo.
Such repetition often serves as a good probe. riktpthoughts restated.gften promotes
revisions or further comments.

= A neutral question or commenguch comments make a direct bid for more infoiona
Examples are: “How do you mean?” “can you tell mere about your thinking on
that?” “Why do you think that is so?” “Anythindse?”

= Question clarification When the answer is unclear or is inconsisteitit something
already said, the interviewer suggests the respundé@led to understand fully.
Typically of such probes is, “I m not quite sur&nlow what you mean by that — could
you tell me a little more?” Or “I'm sorry, but I'mot sure | understand. Did you say
previously that...?” It is important that the intewer take the blame or failure to
understand so as not to appear to be cross-exapnthrerrespondent.

Recording the Interview

While the methods used in recording will vary, thieerviewer usually writes down the answers
of the respondent. Some guidelines can make thisrtere efficient. Record responses as they
are made by the respondent. If you wait until layeu lose much of what is said. If there is a
time constraint, the interviewer should use sonmtband system that will preserve the essence
of the respondent’s replies without converting themto the interviewer's paraphrases.
Abbreviating words, leaving out articles and prefimss, and using only key words are good
ways to do this.

Another technique is for the interviewer to repibatresponse while writing it down. This helps
to hold the respondent’s interest during the wgitand checks the interviewer understands of
what the respondent said. Normally the interviewbould start the writing when the
respondent begins to reply. The interviewer sth@lgo record all probes and other comments
on the questionnaire in parentheses to set thefnooff responses.

Study designers sometimes create a special interimstrument for recording respondent
answers. This may be integrated with the intevwggiestions or a separate document. In such
instances the likely answers are anticipated, afigwthe interviewer to check respondent
answers or to record ranks or ratings. HoweJemtgrview instruments must permit the entry
of unexpected responses.

Interview problems In personal interviewing, the researcher must de#h bias and cost.

While each is discussed separately, they are altded. Biased results grow out of three types
of error: sampling error, non response error asgdarse error.
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1. Non response ErroriIn personal interviewsnon response error occurs whef you
cannot locate the person whom you are supposedutty ®r when you are unsugccessful in
encouraging the person to participate. This isegpecially difficult problem when you are
using a probability sample of subjects. If thare pre designated persons to be interviewed; the
task is to find them, and if you are forced to imiew substitutes, an unknown but possibly
substantial bias is introduced. One study of remponse found that only 31 percent of all first
calls (and 20 percent of all first call in major tne@olitan areas) were completed.

The most reliable solution to non response problesnts makecallbacks. If enough attempts
are made, it is usually possible to contact magfetarespondents, although unlimited callbacks
are expensive.

An original contact plus three callbacks shouldallyusecure about 85 percent of the target
respondents. Yet in one study, 36 percent ofrakaity residents still were not contacted after
three callbacks.

2. Response ErrorWhen the data reported differ from the actual dasponse erroroccurs.
There are many ways these errors can happen. rskcem be made in the processing and
tabulating of data. Errors occur when the respahéhils to report fully and accurately.

3. Interviewer error is also a major source of response bias.
1. The sample loses credibility and is likely to badad if interviewers do not do a good job
of enlisting respondent cooperation.

Perhaps the most insidious form of interviewer ersocheating.  Surveying is difficult work,
often done by part-time employees, usually withyolivhited training and under little direct
supervision. At times, falsification of an ansvieran overlooked question is perceived as an
easy solution to counterbalance the incomplete. dafhis seemingly easy, seemingly harmless
first step can be followed by more pervasive foygeit is not known how much of this occurs,
but it should be of constant concern to researobcttirs as they develop their data collection
design.

It is also obvious that an interviewer can distiw¢ results of any survey by in-appropriate
suggestions, word emphasis, tone of voice, andtigneephrasing. These activities, whether

premeditated or merely due to carelessness, aespiiead.

Interviewers can influence respondents in manyrotieys also. Older interviewers are often
seen as authority figures by young respondents,mdaify their responses accordingly.
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Some research indicates that perceived socialndisthetween interviewer and responderithas a
distorting effect, although the studies do notyfafree on just what this relationship is¢" In the
light of the numerous studies on the various aspettinterview bias, the safesticourse for
researchers is to recognize that there is a canstdential for response error.

CostsWhile professional interviewer’s wage scales gpectlly not high, interviewing is costly,
and these costs continue to rise. Much of thé ssilts from the substantial interviewer time
taken up with administrative and travel tasks. sgo@dents are often geographically scattered,
and this adds to the cost. Repeated contactenmended at six to nine per household) are
expensive.

In recent years, some professional research org@ms have attempted to gain control of these
spiraling costs. Interviewers have typically bgend an hourly rate, but this method rewards
inefficient interviewers and often results in fiedsts exceeding budgets. A seocnd approach to
the reduction of field costs has been to use tleplene to schedule personal interviews. A
third means of reducing high field costs is to ssk-administered questionnaires.

1. Telephone Interview

The telephone can be helpful in arranging persomi@rviews and screening large
populations for unusual types of respondents. i&sudave also shown that making prior
notification calls can improve the response rafewail surveys. However, the telephone
interview makes its greatest contribution in survewprk as a unique mode of

communication to collect information from responten

When compared to either personal interviews or reailveys, the use of telephones
brings a faster completion of a study, sometimdsn¢gaonly a day or so for the
fieldwork. When compared to personal interviewirtgis also likely that interviewer
bias, especially bias caused by the physical appear body language, and actions of the
interviewer, is reduced by using phones.

Finally, behavioral norms work to the advantagéetédphone interviewing: If someone is
present, a ringing phone is usually answered, aisdte caller who decides the purpose,
length, and termination of the call.

There are also disadvantages to using the telepli@onaesearch; obviously, the
respondent must be available by phone. Usage eatesiot as high in households
composed of single adults, less educated, poomeorities, and individuals employed as
non-professional, non-managerial workers. Thesatians can be a source of bias.
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A limit on interview length is another disadvantagfethe telephone, but the degree of
this limitation depends on the respondent’s interasthe topic. Ten minu{e€s has
generally been thought as ideal, but interview80Mminutes or more are not.gyncommon.

In telephone interviewing, it is not possible teusaps, illustrations, other visual aids,
complex scales, or measurement techniques. Thameaso limits the complexity of
the questioning and the use of sorting techniqu@se ingenious solution to not using
scales, however, has been to employ a nine-poialingc approach and to ask the
respondent to visualize this by using the telephtiakor keypad.

Some studies suggest the responses rate in tekeghuaties is lower than for comparable
face-to-face interviews. One reason is that redeots find it easier to terminate a phone
interview.

Telephone surveys can result in less thorough resg® and those involved by phone
find the experience to be less rewarding to theam th personal interview. Respondents
report less rapport with telephone interviewers titgh personal interviewers. Given the
growing costs and difficulties of personal intew it is likely that an even higher share
of surveys will be by telephone in the future. $hit behooves management researchers
using telephone surveys to attempt to improve thieyenent of the interview. One
authority suggests:

We need to experiment with techniques to improgeetijoyment of the interview
by the respondent, maximizing the overall comphetade, and minimize response
error on specific measures. This work might fuligf begin with efforts at
translating into verbal frowns, rising of eyebroveye contact, etc. All of these
cues have informational content and are importaatt$ of personal interview
setting. We can perhaps purposefully choose those that are most important
to data quality and respondent trust and discare mthany that are extraneous to
the survey interaction.

Self Administered Surveys

The self-administered questionnaire has becomeuitbigs in modern living. Service
evaluations of hotels, restaurants, car dealerslaipg transportation providers furnish
ready examples. Often a short questionnaire idddbe completed by the respondent in
a convenient location or is packaged with a product
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Mail Surveys

Mail surveys typically cost less than personalrvieavs/Telephone and mail casts are in
the same general range, although in specific caghser may be lower.S*The more
geographically dispersed the sample, the moreylikek that mail will bé*the low-cost
method. A mail is that we can contact respondetits might otherwise be inaccessible.
People such as major corporate executive are wliffio reach in any other way. When
the research has no specific person to contacy-rsa study of corporation — the mail
survey often will be routed to the appropriate cesfent.

In a mail survey, the respondent can take more tonepllect facts; talk with other, or
consider replies at length than is possible witd telephone, personal interview, or
intercept studies. Mail surveys are typically péred as more impersonal, providing
more anonymity than the other communication modesuding other methods for
distributing self-administered questionnaires.

= The major weakness of the mail survey is non-respamnror. Many studies have
shown that better-educated respondents and those imerested in the topic
answer mail surveys. A high percentage of those veply to a given survey
have usually replied to others, while large shafatose who do not respond are
habitual non-respondents.

= Mail surveys with a return of about 30% are oftemsidered satisfactory, but
there are instances of more than 70% responseeitiar case, there are many
non-responders, and we usually know nothing abowt those who answer differ
from those who do not answer.

= The second major limitation of mail surveys coneethe type and amount of
information that can be secured. We normally do expect to obtain large
amounts of information and cannot probe deeply qutestions. Respondents will
generally refuse to co-operate with a long and@mm@ex mail questionnaire
unless they perceive a personal benefit. Retunm&itlquestionnaires with many
questions left unanswered testify to this probldmf there are also many
exceptions. One general rule of thumb is thatrédspondent should be able to
answer the questionnaire in no more than 10 minutes
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3. Maximizing the Mail Survey

To maximize the overall probability of responséemtion must be given to eaciy'point of
th survey process where the response may break, domexample:

= The wrong address and wrong postage can resutirirdelivery or non-return.

= The letter may look like junk mail and be discardéthout being opened.

= Lack of proper instructions for completion leadsitm-response.

= The wrong person opens the letter and fails toit#édl the attention of the right
person.

= A respondent finds no convincing explanation fompteting the survey and
discards it.

= A respondent temporarily sets the questionnaimeaasnd fails to complete it.

= The return address is lost so the questionnaireatdre returned.

Efforts to overcome these problems will vary acamydo the circumstances, but some
general suggestions can be made for mail survely,lanextension, for self-administered

guestionnaires using different delivery modes. u®gjionnaire, cover letter, and return
mechanism are sent. Incentives, such as dollés, lmbins or gift coupons are often

attached to the letter in commercial studies. dvollips are usually needed to get the
maximum response. Opinions differ about the nunabertiming of follow-ups.

5.3 Research Instruments
1. The Questionnaire

A questionnaire can be defined as a group of pimpeestions which have been deliberately
designed and structured to be used to gather imfitomfrom respondents.

Advantages of using Questionnaire

1. They can be used to reach many people.

2. Save time, especially where they have been mailssspondents.

3. Cost effective given they can be mailed and oneagaid using interviewers.

4. Questions are standardized and therefore the resgomare likely to be the

same.

Interviewer biases can be avoided when questioesare mailed.

6. They give a greater feeling of being anonymoustbhackfore encourage open
responses to sensitive questions.

o
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7. Effective in reaching distant locations where ihd practical to go there:
Disadvantages

1. Questionnaire mailed to respondents may not bemetl

2. The inability to control the context of questiomswaering and specifically the
presence of other people who may fill the questoen

3. A certain number of potential respondents, parficlyl the least educated
maybe unable to respond to written questionnairesabse of illiteracy and
other difficulties in reading.

4. Written questionnaires do not allow the researcheos correct mis-
understanding or answer questions that the responehay have.

5. Source questionnaire may be returned half filledioanswered.

Guidelines for Asking Questions

In the actual practice of social research-varialles usually operationalized by asking
people questions as a way of getting data for areapnd interpretation. That is always
the case in survey research, and such ‘self-regat€ are often collected in experiments,
field research, and other modes of observatiormedimnes the questions are asked by the
interviewer, sometimes they are written down angegito respondents for completion
(they are called administered questionnaire).

The termquestionnaire suggests a collection of questions, but an examimaof a
typical questionnaire will probably reveal as matgtements as questions. That is not
without reason. Often, the researcher is intedestedetermining the extent to which
respondents hold a particular attitude or perspectilf you are able to summarize the
attitude in a fairly brief statement, you will oftepresent that statement and ask
respondents whether they agree or disagree witlRensis Likert scale, - a format where
respondents are asked to strongly agree, agregrdes or strongly disagree, or perhaps
strongly approve, approve, and so fourth.

Open-Ended and Closed-Ended Questions

Open-ended questions

The respondent in asked to provide his or her owgwar to the questions eg. (‘What do
you feel is the most important issue facing Kermy@ay?) and provided with a space to
write in the answer (or be asked to report in vitylia an interviewer)
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Closed-ended Questions

The respondents are asked to select an answer droong a list provided by the
researcher. Closed-ended questions are very popatzuse they provide a greater
conformity of responses and are more easily precks©pen-ended responses must be
coded before they can be processed for computdysaa This coding process often
requires that the researcher interpret the measfingsponses, opening the possibility of
misunderstanding and researcher bias. Theredsaallanger that some respondents will
give answers that are essentially irrelevant to rémearcher’'s intent. Closed-ended
guestions can often be transferred directly intmgoter format.

The chief shortcoming of closed-ended questiors iliethe researcher’s structuring of
responses. In asking about ‘the most importanteigacing Kenya, for example, your
check-list of issues might omit certain issues tlespondents would have said were
important.

In the construction of closed-ended questionsreésponse categories provided should be
exhaustive. (They should include all the possielgponses that might be expected) —
(Please specify ............ ). Second, the answer categonust benutually exclusive

(In some cases you may wish to solicit multipleveers, but these may create difficulties
in data processing and analysis later on).

Make Items Clear

Questionnaire items should be clear and unambigu@iten you can become so deeply
involved in the topic under examination that opmscand perspectives are clear to you
but will not be clear to your respondents — manwbbm have given little or no attention
to the topic. Or if you have only a superficiadenstanding of the topic, you may fail to
specify the intent of your question sufficientlfthe question ‘what do you think about
the ‘proposed nuclear freeze?’ may evoke in thpamdent a counter question: ‘which
nuclear freeze proposal?’ Questionnaire items lshbe precise so that the respondent
knows exactly what the researcher wants an answer t

Avoid Double-Barreled Questions
Frequently, researchers ask respondents a singigearto a combination of questions.

That seems to happen most after when the reseanesepersonally identified with a
complex question. For example, you might ask redpots to agree or disagree with a
statement. ‘The United States should abandom#@sesprogram and spend the money on
domestic programs’. Although many people would qumeocally agree with the
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statement and others would unequivocally disagsti#, others would be unabie" to
answer. Some would want to abandon the spacegrognd give the money ba¢k to the
taxpayers. Other would want to continue the pnogtaut also put more sioney into
domestic programs. These latter respondents ameither agree nor disagree without
misleading you.

Respondents must be Competent to Answer
In asking respondents to provide information, ydwwd continually ask yourself

whether they are able to do so reliably. In thedgtof child rearing, you might ask
respondents to report the age at which they faget back to their parents. Quite aside
from the problem of defining talking back to paent is doubtful if most respondents
would remember with any degree of accuracy.

One group of researchers examining the driving eepee of teenagers insisted on
asking an open-ended question concerning the nuofb®iles driven since receiving a
license. Although consultants argued that few etewvould be able to estimate such
information with any accuracy, the question wasedskonetheless. In response, some
teenagers reported driving hundreds of thousandsles.

Questions should be Relevant

When attitudes are requested on a topic that feporedents have though about or really
cared about, the results are not likely to be vesgeful. This point is illustrated
occasionally when you ask for responses relatinfictdious persons and issues. In a
potential poll conducted, respondents were askestiven they were familiar with each of
15 political figures in the community. As a metbtmbical exercise, a name was made
up: John Maina. In response, 9% of the respondsmtsthey were familiar with him.
Of those respondents familiar with him, about mefforted seeing him on television and
reading about him in the newspapers.

When you obtain responses to fictitious issues, ganu disregard those responses. But
when the issue is real, you may have no way ahteilivhich responses genuinely reflect
attitudes and which reflect meaningless answeirsdl@vant questions.

Short Items are best
In the interest of being unambiguous and precisk @ointing to the relevance of an

issue, the researcher is often led into long anwpticated items. That should be
avoided. Respondents are often unwilling to stallytem in order to understand it. The
respondent should be able to read an item quickigerstand its intent, and select or
provide an answer without difficulty. Provide dleashort items that will not be
misinterpreted under those conditions.
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Avoid Negative Items
The appearance of a negative item in a questionngiaves waysstor early

misinterpretation. Asked to agree or disagree \hih statement. ‘ThetUnited States
should not recognize Cuba’, a sizeable portiorhefrespondents will read over the word
not and answer on that basis. Thus, some willeagtith the statement when they are in
favor of recognition, and other will agree whenytloppose it. Any you may never know
which is which.

Avoid Biased Items and Terms
The meaning of some one’s response to a questioends in large part on the wording of the

guestion that was asked. That is true of everystiue and answer. Some questions seem to
encourage particular responses more than othetiggs Questions that encourage respondents
to answer in a particular way are called biased.

Most researchers recognize the likely effect oiasjon that begins ‘don’t you agree with the
president that...."” And no reputable researcher waisiel such an item. Unhappily the biasing
effect of items and terms is far subtler than &éxample suggests.

The mere identification of an attitude or positaith a prestigious person or agency can bias
responses. The itendo you agree or disagree with the recent supremetatecision that.’
would have similar effect. It does not mean thaths wording will necessarily produce
consensus or even a majority in support of thetjosidentified with the prestigious person or
agency, only that support would likely be increasedr what would have been obtained without
such identification.

Questionnaire items can be biased negatively asasgbositively. ‘Do you agree or disagree
with the position of Adolf Hitler when he statedath...” is an example. Since 1949, asking
Americans questions about China has been trickientlfying the country as ‘China’ can still

result in confusion between mainland China and aaiw Not all Americans recognize the
official name: The People’s Republic of China.fdReng to ‘Red China’ or Communist China’

evokes negative response from many respondentggithtbat might be desirable if your purpose
were to study anti communist feelings.

Questionnaire Construction
Questionnaires are essential to and most direstg@ated with surveys research. They are also

widely used in experiments, field research, andemttata — collection activities. Thus
guestionnaires are used in connection with modebsérvation in social research.

Response Strategies lllustrated
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The characteristics of respondents, the naturepit(s) being studied, the type of data needed,
and your analysis plan dictate the response sirategample of the strategies described’below
are found in Table 10.1

Free-Response Questionsalso known a®pen-ended questionask the respondent a
guestion, and the interviewer pauses for the angwi@ch is unaided), or the respondent
records his or her ideas in his or her own wordsienspace provided on a questionnaire.

Dichotomous Response Question#\ topic may present clearly dichotomous choices:
something is a fact or it is not; a respondent @#imer recall or not recall information; a
respondent attended or didn’t attend an event.

Multiple-Choice Questions are appropriate where there are more than tvesraltives
or where we seek gradations of preference, inteopestgreement; the latter situation also
calls for rating questions. While such questiofisranore than one alternative answer,
they request the respondent to make a single chditatiple-choice questions can be
efficient, but they also present unique design lenois.

Table 5.0
Alternative Response Strategies

Free response what factors influenced your enssit in Metro U
Dichotomous Did you attend either of the “A DayCallege” Programs At?
Selection Mount Kenya University
[l ]
Yes No

(Paired comparison
Dichotomous selection) in your decision to attenollit Kenya, which was more influential; the

Semester, calendar or the many friends attendiom fyour home
Town

[J Semester Calendar

[] Many friends attending from home town

Multichoice Which one of the following factors wasyour decision to attend
Mount Kenya University?

99



Checklist

Rating

[1 Good academic reputation
[] Specific program of study

0 Enjoyable campus life

L1 High quality of the faculty

[1 Many friends from home attend

Which of the following factors encourageu to apply to Mount
Kenya University?

(Check all that apply)

Tuition cost

Specific program of study desired
Opinion of brother or sister

Many friends from home attend

High school counselor's recommendation

High quality of the faculty

Good academic reputation

Enjoyable campus life

Closeness to home

Each of the following factors has been shdw have some influence on a

0o oo oo dda

student’s choice in applying Mount Kenya Universitising your own experience for each
factor please tell us whether the factor was ‘glpinfluential,” ‘somewhat influential,” or
‘not at all influential’.

Ranking

Strongly Somewhat Not at all

Influential influential influential
Good academic reputation [
Enjoyable campus life
Many friends from home atten(g
High quality of the faculty

[l

Semester calendar

0 0O0o0od
0 0O0o0od

Please rank-order your top three factoyefthe following list based on their

influence in encouraging you to apply to Mount Kanyniversity. Use 1 to

indicate the most encouraging factor, 2 the nexgtreacouraging factor, etc.
Closeness to home

Enjoyable campus life
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Good academic reputation

High quality of the faculty

High school counselor's recommeodati
Many friends from home

Opinion of brother or sister

Parent’s preferences

Specific program of study desired
Tution cost.

Checklist Strategies
When you want a respondent to give multiple respsre a single question, you will ask the

guestion in one of three ways. If relative ordempt important, the checklist is the logical
choice. Questions like “Which of the following facs encouraged you to apply to Mount
Kenya University (Check all that apply). Force trespondent to exercise a dichotomous
response (yes, encouraged; no, didn’t encourageach factor presented. Of course you cold
have asked for the same information as a seridg&chbtomous selection questions, one for each
individual factor, but that would have been timex®aming. Checklists are more efficient.
Checklists generate nominal data.

Rating Strategies
Rating questions ask the respondent to positiorn dactor on a companion scale, verbal,

numeric, or graphic. ‘Each of the following factdras been shown to have some influence on a
student’s choice to apply to Mount Kenya Universit{sing your own experience, for each
factor please tell us whether the factor was ‘gilpimfluential’, ‘somewhat influential’, or ‘not

at all influential’. Generally, rating-scale sttues generate ordinal data; some carefully crafted
scales generate interval data.

Ranking Strategies
When relative order of the alternatives is impartéme ranking question is ideal. ‘Please rank-

order your top three factors from the following Isased on their influence in encouraging you
to apply to Mount Kenya University. Use 1 to iralie the most encouraging factor, 2 the next
most encouraging factor, etc. The checklist sgiateould provide the three factors of influence,
but we would have no way of knowing the importatice respondent places on each factor.
Even in a personal interview, the order in whick thctors are mentioned is not a guarantee of
influence. Ranking as a response strategy soiwvegtoblem.

Instructions
Instructions to the interviewer to respondent afieto ensure that all respondents are treated

equally, thus avoiding building error into the rikgsu Two principles form the foundation for
good instructions: clarity and courtesy. Instiaeianguage needs to be unfailingly simple and
polite.
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Instruction topics include (1) how to terminate iamerview when the respondent «des not
correctly answer the screen or filter question3, 2ow to conclude an interviewt when the
respondent decides to discontinue, (3) Skip doastfor moving between topsSections of an
instrument when movement is dependent on the answsrecific questions or when branched
guestions are used, and (4) Telling the respontteatself-administered instrument about the
disposition of the completed questionnaire. IneH-administered questionnaire, instructions
must be contained withn the survey instrument.sétal interviewer instructions sometimes are
in a document separate from the questionnaire (@urdent thoroughly discussed during
interviewer training) or are distinctly and clearharked (high-lighted, printed in a colored ink,
or boxed on the computer screen) on the data ¢olfemstrument itself.

Conclusion

The role of the conclusons is to leave the respuinggth the impression that his or her
participation has been valuable. Subsequent &se@ may need this individual to participate
in new studies. If every interviewer or instrumenpresses appreciation for participation, co-
operation in subsequent studies is more likely.
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5.4 Review Questions

1. What are the main advantages associated with abgainformation by questiafning or by
observation?

2. Distinguish among response error, interviewer eaod non response error.

3. How do environmental factors affect response ratgsersonal interviews? How can we
overcome these environmental problems?

4. One design problem in the development of surveyrungents concerns the sequence of
guestions. What suggestions would you give to |gedgsigning their first questionnaire?
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TOPIC SIX

DATA ANALYSIS

OBJECTIVES
By the end of this lecture, students should be table
1. Distinguish between coding and editing.
2. Explain the process of tabulation.
3. Describe hypothesis testing.
4. Describe the various parametric and nonparameisis .t

6.0 Analysis and Presentation of Data

Once the data begin to flow in, attention turnsdéia analysis. The steps followed in data
collection influence the choice of data analys@hteques. The main preliminary steps that are
common to many studies are:

« Editing

+ Coding and

+« Tabulation

@ Editing

Editing involves checking the raw data to eliminateors or points of confusion in data. The
main purpose of editing is to set quality standamdshe raw data, so that the analysis can take
place with minimum of confusion. In other worddjteg detects errors and omissions, corrects
them when possible and certifies that minimum datity standards are achieved. The editor’s
purpose is to guarantee that data are:

» Accurate

» Consistent with other information

* Uniformly entered

 Complete and

» Arranged to simplify coding and tabulation.

In the following questions asked of military offise one respondent checked two categories,
indicating that he was in the reserves and cuiresattving on active duty.
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Please indicate your current military status:
O . .
Active duty officer
O National Guard officer
O Reserve officer
0 Separated officer
0 Retired officer

The editor’s responsibility is to decide which bétresponses is consistent with the intent of the
guestion or other information in the survey ananisst accurate for this individual respondent.
There are two stages in editing:

0] the field edit

(i) the central office edit

0] The Field Edit

Field edit is the preliminary edit whose main plggas to detect the obvious inaccuracies and

omissions in the data. This also helps the rekearno control the fieldworkers and to clear

misunderstandings of the procedures and of spepigstions.

The best arrangement is to have the field edit gotedl soon after the data collection form has

been administered. The following items are chechete field edit:

a) Completeness Checking the data form to ensure that all thestjons have been answered.
The respondent may refuse to answer some questionay just not notice them.

b) Legibility: A guestionnaire may be difficult to read owirmgthe interviewer’s handwriting
or the uses of abbreviations not understood byoredgnts.

c) Clarity: A response may be difficult for others to contyaed but the interviewer can easily
clarify it, if asked in good time.

d) Consistency The responses provided may also lack consistefitygse can be corrected by
the fieldworker if detected early.

In large projects, field editing review is a respiuility of the field supervisor. It, too, shoutbe
done soon after the data have been gathered. @ghdemportant control function of the field

supervisor is tovalidate the field results This normally means s/he will re-interview some
percentage of the respondent, at least on soméi@ues

(i) Central Editing
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This comes after the field edit. At this pointfalahould get a thorough editing. Sometim@s it is
obvious that an entry is incorrect, is enterechmwrong place or states time in monthg"when it
was requested in weeks. A more difficult problenmea@yns faking; Arm chair integviewing is
difficult to spot, but the editor is in the bestsgmn to do so. One approa¢h is to check
responses to open-ended questions. These areotedifficult to fake. Distinctive response
patterns in other questions will often emerge Kirig is occuring. To uncover this, the editor
must analyse the instruments used by each inteeview

2. Coding

It involves assigning numbers or other symbolsnsnaers so the responses can be grouped into
a limited number of classes or categories. Thasdlgng of data into limited categories
sacrifices some data detail but is necessary fanait analysis. Instead of requesting the work
male or female in response to a question thatfaskke identification of one’s gender, we could
use the codes ‘M’ or ‘F’. Normally, this variabMould be coded 1 for male and 2 for female or
0 and 1.

Coding helps the researcher to reduce severaldhdugplies to a few categories containing the
critical information needed for analysis.

The first step involves the attempt to determine #ppropriate categories into which the
responses are to be placed. Since multiple clamdedichotomous questionnaire have specified
alternative responses, coding the responses of queltions is easy. It simply involves

assigning a different numerical code to each dffieresponse category.

Open questions present different kinds of problénghe editors. The editor has to categorise
the responses first and then each question iswedi¢o identify the category into which it is to
be placed. There is a problem in that there cam oy wide range of responses, some of which
are not anticipated at all. To ensure consistencgoding, the task of coding should be
apportioned by questions and not by questionnaifdsat is, one person may handle question
one to six, in all the questionnaires instead ofdiing the coding exercise by questionnaires.
The next step involves assigning the code numioeitset established categories.

For example, a question may demand that a respotidenthe factors s/he consideres when
buying a pair of shoes. The respondent is fraedizate anything s/he thinks of. The responses
may range from colour, size, comfort, price, maisriquality, durability, style, uniqueness and
manufacturer among others. The response may hauee tcoded into just three or four
categories and each response has to be placed witigecific category and coded as such.

The ‘don’t know’ (DK) response presents specialbpgms for data preparation. When the DK
response group is small, it is not troublesomet tBere are times when it is of mjaor concern,
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and it may even be the most frequent responsevestei Does this mean the question: that
elicited this response is useless? It all deperiigt the best way to deal with undesiied DK
answer is to design better questions at the baggnni

3. Tabulation
This consists of counting the number of responisasfit in each category. The tabulation may
take the form of simple tabulation or cross tabafat

» Simple tabulation involves counting a single vaeab This may be done for each of the
variables of the study. Each variable is indepahdéthe others.

* In gross tabulation two or more variables are heshdimultaneously. This may be done by
hand or machine.

Where hand tabulation is used, a tally sheet isl.udéor example, if the question read: How
many cigarettes do you smoke in a day?

The tally for a sample of size 35 would look likest

Classes Code Tally Frequency
0 1 /PI 4

1-5 2 Il 7

6-10 3 A I 13

11-15 4 A 7

15 and over 5 I 4

Cross tabulation can be created when we combineutmer of cigarettes smoked in a day with
the age of the respondent.

This can be done to establish the relationshipsd®t the number of cigarettes smoked and age.
The table below shows the cross tabulation fovdreables.

Age of respondents Total
No of cigarettes 15-20 21-25 26-30 31-35 36+
smoked
1 | I | 4
2 Il | | | 7
3 | Il Il il I 13
4 If Il 7
5 1] I 4
Totals 6 6 5 13 5 35
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The cross tabulations indicate for example, thattleé respondents smoking moredthan 5
cigarettes a day are in the 36 and over yearseotatggory.

This kind of tabulation is only useful in very silapstudies involving a few questions and a
limited number of responses. Most studies invdarge numbers of respondents and many
items to be analysed and these generally rely ampater tabulation. There are many packaged
programmes for studies in the social sciences.

A note on the use of summary statistics

Researchers frequently use summary statisticse®ept survey findings. The most commonly
used summary statistics include:

v' Measures of central tendency (mean median and mode)

v" Measures of dispersion (variance, standard dewiatamge, interquartile range).

v' Measures of shape (skewness and kurtosis).

v' We can also use percentages.

These are all summary statistics that are onlytgutess for more detailed data. They enable the
researchers to generalise about the sample of sibphcts. It should be noted that these
summary statistics are only helpful if they accelpatepresented the sample.

One can also use some useful techniques for disglélye data. These include frequency tables,
bar charts, and piecharts, etc.

6.1 Hypothesis Testing

There are two approaches to hypothesis testinge fbre established is the classical or
sampling theory approach; the second is knowne8#yesian approach. Classical statistics are
found in all of the major statistics books and watidely used in research applications. This
approach represents an objective view of probghiitwhich the decision making rests totally
on an analysis of available sampling data. A hiypsis is established, it is rejected or fails to be
rejected, based on the sample data collected.

In classical tests of significance, two kinds opbthesis are used:

0] The null hypothesis denotedy,Hs a statement that no difference exists betwiben
parameter and the statistic being compared.

(i) The alternative hypothesis denoteg I4 the logical opposite of the null hypothesis.

The alternative hypothesis — denoted)(khay take several forms, depending on the objeaifv
the researchers. The lrhay be of the ‘not the same’ form (nondirectiona) second variety

may be of the ‘greater than’ or ‘less than’ fornrédtional).
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These types of alternative hypothesis correspotid twio-tailed and one tailed tests.

» A two-tailed test, or nondirectional testonsideres two possibilities: The average‘cad
‘more than’ or it could be ‘less than’. To testpyhesis, the region of rejectionvare divided
into two tails of the distribution.

* A one-tailed test, or directional tegtlaces the entire probability of an unlikely aurtee into
the tail specified by the alternative hypothesis.

In figure 9.0, the first diagram represents a naudional hypothesis, and the second is a
directional hypothesis of the ‘greater than’ variet Hypothesis may be expressed in the
following form:

Null Ho: u (mu) =50 days.

Alternative  H.u # 50 days (not the same case)
Or Hi.u > 50 days (greater than case)
Or Hi. u < 50 days (less than case).

Figure 9.0 one and two tailed tests at the 5% level

Accentance
: ject b

Z=-1.96 50 Z=1.96 50 Z=1.645

Note:
A type | error is committed when a true hypothesisejected and a type Il error is committed
when one fails to reject a false null hypothesis.

Statistical Testing Procedures:

0] State the null hypothesis.

(i) Choose the statistical test.

(i)  Select the desired level of significante0.0501 0.01.

(iv)  Compute the calculated difference value.

(v) Obtain the critical test value, ie, t, z, 6r x

(vi)  Make the decision. For most tests if the calcdlat@ue is larger than critical value, we
reject the null hypothesis and conclude that thermédtive hypothesis is supported
(although it is by no means proved).

A Note on Tests of Significance
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There are two general classes of significance,tpatametric and nonparametric.

» Parametric tests are more powerful because thédr @@ derived from interval aitd ratio
measurements.

* Nonparametric tests are used to test hypothedmsneimninal and ordinal data.:

Parametric Tests
The Z or t test is used to determine the statisB@mificance between a sample distribution

mean and a parameter. The Z distribution andttiloigion differ (the latter is used for large
samples, ie, greater than 30). But when samplessapproach 120, the sample standard
deviation becomes a very good estimate of the @dipul standard deviation; beyond 120, the t
and Z distributions are virtually identical.

One-Sample Tests:

These are used when we have a single sample ahdavigst the hypothesis that it comes from

a specified population. In this case, we encoumestions such as these:

a) Is there a difference between observed frequeranesthe frequencies we would expect,
based on some theory?

b) Is there a difference between observed and exppoctgubrtions?

c) Is it reasonable to conclude that a sample is drfiam a population with some specified
distribution (normal, poison, and so forth)?

d) Is there significant difference between some measafr central tendency (x) and its
population parameter (u)?

For example:
A machine fills packets with spice which are sugabto have a mean weight of 40 grams. A

random sample of 36 packets is taken and the mesghtvis found to be 42.2 grams with a
standard deviation of 6 grams. It is requireddnduct a significance test at the 5% level.
This significance test is conducted by following #ix-step procedure recommended earlier.
1. Null Hypothesis blu =40 grams
Hi. u# 40 grams (a two tail test)

X = 42.4 grams (given)
S = 6 grams (given)
n = 36 grams (given)

Where:
X = sample mean
u = population mean
s = standard deviation
n = sample size (greater than 30)

2. Statistical test: Select the Z test because sasigdes greater than 30.
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3. Significance level] 0.05, and n = 36.

4. Calculated value: first compute standard error =8¢ 6=1
n 36
Z=Xx-u=42.4-40=2.24
SX 1
5. Critical test. At the 5% significance level thev@lue must be within .96, ie, (obtain from
normal tables).

Acceptance Zone
Reject H Reject H

-1.96 40 1.96

6. Decision: In this case, the calculated value (Ri24yreater than the critical value (1.96) ie,
(2.24>1.96), so we reject the null hypothesis aodctude that the difference between the
sample mean and the hypothetical population mesigisficance at the 5% level.

If we use a 1% level of significance.

Ho: u = 40 grams

Hi. u# 40 grams

X =42.4 grams

S =6 grams

n = 36 grams

0Sx=6=1
36
0 Z=42.4-40=2.24
1

At the 1% level Z must be within 2.58.

[0 As the calculated score is within this valugddn be accepted at the 1% level.
le, the difference between the sample mean andhjip®thetical population mean is not
significant at the 1% level.
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Notes:

(1) It is important to realise that if the null hyposieis accepted, this is not proof that the
assumed population mean is correct. Testing a thggs may only show that an
assumed value is probably false.

(i) It will be apparent from the two examples that 19é level of significance is a more
severe test than the 5% level. The greater thel le¥ significance, the greater the
probability of making a Type | error.

Non-Parametric Tests
Probably the most widely used non-parametric tésgignificance is the chi-square?jxtest.

This test does not make any assumption about 8tghdition from which the sample is taken.
The ¥ test is an important extention of hypothesis mestind is used when it is wished to
compare an actual, observed distribution with aoliygsised or expected distribution. It is often
referred to as a ‘goodness of fit’ test.
The formula for the calculation of is as follows: &= (O-E)?
E

Where O = the observed frequency of any value.

E = the expected frequency of any value.

Procedure:
1. Null hypothesis H:O=E
H.O# E
2. Statistical test: Use the one-sampleoccompare the observed distribution to a hypdtiees
distribution.
3. Significance levell = 0.05 or 0.01.
4. Calculated value: %= Y (0-E)
E
5. Critical test value: Locate the table critical veswf X.
6. Decision: If the calculated value is greater tljeass than) the critical value, reject null
hypothesis (acceptdy

6.2 Introduction Comments on Correlation and Regresion Analysis

Correlation and regression analysis are complexhemadtical techniques for studying the
relationship between two or more variables. Catr@h analysis involves measuring the
closeness of the relationship between two or m@meables. Regression analysis refers to
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techniques used to derive an equation that reldtesdependent variable to one orcmore
independent variables. The dependent variable reéees to the variable being predigted. The
independent variables are those that form the bafsthe prediction — they aresaiso called
predictor variables

Correlation and regression techniques may be useatuations where both the dependent and
independent variables are of the continuous ty#en a survey data consists of a continuous
dependent variable and one or more continuous et variables, researchers may use the
techniques of correlation and regression analysis.

A straight line is fundamentally the best way todalothe relationship between two continuous

variables. The bivariate linear regression magt@essed as: Y By + oX|
Where the value of the dependent variable Y iseali function of the corresponding value of
the independent variable (X)

References
1. A.D. Jankowicz (2005) Business Research Projeét&dition,Luton Business School,
UK
2. Margaret Peil (1995) social science research methodEast African Educational
Publishers.
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TOPIC SEVEN

PRESENTING RESULTS: WRITTEN AND ORAL REPORTS

OBJECTIVES
By the end of this lecture, you should be able to:

1. Explain the role of the research report.

2. Explain the criteria by which research reportsevauated.
3. Describe the research report components.

4. Explain oral presentation.

7.0 Introduction

Report writing is the last step in the researclcess. After data have been collected, analysed
and interpreted, the researcher has to prepanoa i@ the findings of the study. It may be seen
unscientific and even unfair, but a poor repomp@sentation can destroy a study.

7.1 Role of the Research Report

The main role of the research report is to commairithe findings of the research project. The
project should answer the questions raised in thtersent of objectives of the study. The
researcher should be clearly aware of the purpbfigeaesearch when preparing the report. A
research project can bring out a lot of informatlmrt much of this information may not be
relevant to the problem initially defined. Onlyfonmation that is likely to be useful to the
decision maker in decision making should be indlikethe report. The researcher will need to
use his own judgement in deciding what informasbould be omitted.

For the report to be of maximum use to the decisiaker, it must be objective. The researcher
should therefore have the courage to present afehdigheir results as long as they are
convinced that they are valid. They should alead} indicate any limitations of the study.

7.2Research Report Criteria
The main criteria by which research reports arduewed are communication with the reader.
The report is prepared for a specific purpose amdaf specific type of audience. It should

therefore communicate effectively with the intendedience.

114



The report should be written with due considerafmmthe readers, their level of interest in the
subject, understanding of technical terms and wiegt will make of the report.

In order to tailor the report to meet the needthefreaders, the researcher should understand the
readers’ preferences. One may find that differeatlers have different preferences and this may
at times bring conflicts. Some readers may warhatee the basic information only while others
prefer to have the technical details clearly brdaugit in the report. One way to reconcile these
conflicting interests is to prepare a basic repath a minimum detail and to have appendices
that give the technical details. Again, in somsesa the researcher may indicate that certainly
details have been omitted but are available upquest.

Another point to consider regarding the report’gigito communicate with the intended reader
is whether the reader has to keep referring tadtbigonary as this may seriously interfere with
the flow of information and thus affect communioati

7.3 Writing Criteria

A report should satisfy the following criteria tanprove its chances of communicating
effectively with the reader:

a) Completeness.

b) Accuracy

c) Clarity

d) Conciseness

Let us now discuss how each of these criteria esdg®oommunication.

a) Completeness

A report should provide all the information thatders need in a language they understand.
This means that the writer should continually askdelf whether all the issues in the research
objectives have been addressed.

The report should not be too long as to includdifigs that are not relevant to the study. Yet, it
should not be too short as to omit necessary digiins and explanations.

The abilities and interests of readers should Imsidered in determining completeness.

b) Accuracy

The preceding steps in the research process prevedbasic input for the report. This means
that the data generated at the data collectioraaalysis steps should be accurate in order for the

report to be accurate.
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c) Clarity

Writing clearly is not easy. Clarity is achieveg blear logical thinking and precision of

expression. The way the report is organised manriboite to clarity or affect it negatively.

Some principles of writing clearly are:

0] Use short and simple sentences.

(i) Use simple words which the reader is familiar with.

(i)  Ensure that words and phrases express exactlythwhatriter means to say.

(iv)  Avoid grammatical errors.

(v) Use uniform style and format. It may help to wrdtdirst draft and then have another
person review it before preparing the final report.

d) Conciseness

The criteria of completeness should not be compheeaeby conciseness. The writer should be
concise in his writing and selective with regardwbat to include in the report. The report
should be brief and to the point — this means tinatreport should not include everything that
has been found but only what is relevant to thdystu

The writing style should render itself to concisene The findings should be expressed
completely and clearly in the fewest words possible

7.4 Report Format

The organisation of the report influences its &pito meet all the criteria of report writing.
There is no format that is appropriate for all iepo A report should use a format that best fits
the needs of its readers.

The following format may be used for most typeseagorts. It should be seen as flexible and
open to changes and adjustments depending witlsruddle reader.

Title page

Table of contents

Summary/Abstract/Executive Summary

Problem statement

Statement of objectives

Background

Research methodology

a) Research design

b) Data collection method

Nogo,rODdE
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c) Sampling
d) Fieldwork
e) Analysis and interpretation
8. Limitations of the study
9. Findings of the study
10. Summary and conclusions
11.Recommendations
12. Appendix
a) Copies of data collection instruments.
b) Details of sample size determination.
c) Tables not included in the findings.
d) Bibliography.

Let us briefly discuss each of these terms.

1. Title Page

The title page should indicate the subject of #yort, the name of the organisation for whom
the report is prepared, the name of organisatiqggeocson who prepared it and the date the report
is prepared.

If the report is done by employees of the comp#émgn the names of the people or departments
preparing the report are given.

2. Table of Contents
As a rough guide, any report of several sectioasttitals more than 6 to 10 pages should have a
table of contents.

This shows in order of appearance the topics abtbpics of the report with page references.
It also includes tables and charts and pages viheyemay be found.

3. Summary/Abstract

Some authors consider the summary to be the mgsirtamt part of the report. This is mainly
because most executives read only the summaryegrus it to guide them on what areas of the
report to give more attention. It should contdia hecessary background information as well as
the important findings and conclusions. Two pages generally sufficient for executive
summaries. Write this section after the rest ofréport is finished.

4. Problem Statement

It contains the need for the research project. e pitoblem is usually represented by research
qguestion(s). Itis followed by a more detailed afebbjectives.
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5. Statement of Objectives
This states the objectives of the study and sholddrly indicate the purpose of the stuidy and
what the report tries to answer.

6. Background

Background material may be of two types. It maybaiminary results of exploration from an
experience survey, focus group, or another souwskernatively, it could be secondary data
from the literature review.

7. Research Methodology
This section describes the research procedurestiroas used. It should indicate the research
design, sampling procedures, data collection atal @lzalysis procedures used.

This section provides information on the mannewmmch the findings reported were gathered,
analysed and interpreted.

8. Limitations of the Study

This topic is often handled with ambivalence. Sqgmeeple wish to ignore the matter, feeling
that mentioning limitations detracts from the imipafcthe study. This attitude is unprofessional
and possibly unethical.

Every research project has limitations and thearebeshould call the readers attention to them.
This gives the reader a more accurate pictureeostdy and helps him to interprete the findings
more objectively.

9. Findings of the Study

In this section which makes the bulk of the repthg results of the study are presented. The
specific objectives of the study should be kepmind and the results should be presented in a
logical manner. Only information that contributesanswering the questions posed in the study
objectives should be reported. Tables, chartdigndes should be presented in a logical manner
to facilitate flow of thought and appreciation.

10. Summary and Conclusions

The summary is a brief statement of the esseniidings. Sectional summaries may be used if
there are many specific findings. They may be daethinto an overall summary. In simple,
descriptive research, a summary may complete thmortre because conclusions and
recommendations may not be required.
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Findings state facts, conclusions represent int@erdrawn from the findings. Conclusions
should be drawn with reference to the objectivethefstudy. The researcher should~show the
step by step development of conclusions and dtate tvith some detail.

Conclusions may be presented in a tabular fornedsy reading and reference.
If for some reason the study does not obtain adeqi&ta on which to make conclusions, this
should be acknowledged.

11.Recommendations

There are usually a few ideas about correctiveoasti In academic research, the
recommendations are often further study suggestioatsbroaden or test understanding of the
subject area. In applied research the recommeamdatvill usually be for managerial action
rather than research action. The writer may cféxeral alternatives with justifications.

It is therefore, not always possible or necessamnake recommendations. However, in some
cases, the researcher may be asked to make recalatioes. In this case, he will need further
information on the background of the organisatiod #&s policies.

Appendix

The appendix provides a place for material thatsdoat fit in the other parts of the research
report. This may be because its too detailed,nieeh or specialized, or is not absolutely
necessary for the text.

The appendix normally contains details on samplEgtleand sample size determination, an
exhibit copy of the data collection instrument; magsed to draw up the sample; detailed
statistical tables and figures. The appendix h#ipse interested in the technical details to find
them easily.

7.5 Presentation of Statistics

The presentation of statistics in research reperts special challenge for writers. Four basic
ways to present such data are in (1) a text pagphgr@) semitabular form, (3) tables, or (4)
graphics.

1. Text Presentation

This is probably the most common when there arg ariéw statistics. The writer can direct the
reader's attention to certain numbers or compasisand emphasize specific points. The
drawback is that the statistics are submergedantdRt, requiring the reader to scan the entire
paragraph to extract the meaning. The followingemal has a few simple comparisons but
becomes more complicated when text and statistecs@mbined.
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A comparison of the three aerospace and defensparoes from the high-tech stratum Gf the
Forbes 500 sample show that Sundstrand had thesélest growth record over the yea¥s 1988-
1989. Its growth was 8.0 percent — with salesigg@mtly lower than the other two firms in the
sample. This compares to sales growth for Rockimdirnational of 3.3 percegt, and Allied-
Signal was third at only 0.8 percent sales increaReckwell International generated the most
profits in 1989 among the three companies. Rodksveket profits were $720.7 million as
compared to $528 million for Allied-Signal and $12nillion for Sundstrand.

2. Semitabular Presentation

When there are just a few figures, they may bertdi@n the text and listed. Lists of
guantitative comparisons are much easier to reddiaderstand than embedded statistics.
An example of semitabular presentation is showovel

A comparison of the three aerospace-defense companihe Forbes 500 sample shows that
Sundstrand showed the best sales growth betweéhat®B1989. Rockwell International
generated the highest net profits for the year 1989

Annual Sales Growth 1989 Net Profits ($
millions)
Sundstrand 8.0% $120.8
Rockwell 3.3 720.7
Allied-Signal 0.8 528.0

3. Tabular Presentation

Tables are generally superior to text for presentstatistics, although they should be
accompanied by comments directing the reader sitadteto important figures. Tables facilitate

guantitative comparisons and provide a concis&iefit way to present numerical data.

Tables are either general or summary in naturenefz¢ tables tend to be large, complex and
detailed. They serve as the repository for thassial findings of the study and are usually in

the appendix of a research report.

Summary tables contain only a few key pieces oh diisely related to a specific finding. To
make them inviting to the reader (who often skipent), the table designer should omit
unimportant details and collapse multiple clasatiins into composite measures that may be
sustained for the original data.

Any table should contain enough information for thader to understand its contents. The title
should explain the subject of the table, how thta dae classified, the time period, or other
related matters. A subtitle is sometimes includeder the title to explain something about the
table; most often this is a statement of the me&amsant units in which data are expressed. The
contents of the columns should be clearly iderttifiy the column heads, and the contents of the
stub should do the same for the rows. The bodyheftable contains the data, while the
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footnotes contain any needed explanations. Foedgrsfiould be identified by letters or synibols
such as asterisks, rather than by numbers, to aamusion with data values. Finaly, there
should be a source note if the data do not comm fraur original research.

4. Graphics

Compared with tables, graphs show less informadod often only approximate values.

However, they are more often read and remembeiad thbles. Their great advantage is that
they convey quantitative values and comparisonsemreadily than talbes. With personal

computr charting programs, you can easily turntaseumbers into a chart or graph.

7.6 Oral Presentations

Researchers often present their findings oralliiesSE presentations, sometimes called briefings,
have some unique characteristics that distingiismtfrom most other kinds of public speaking:
Only a small group of people is involved; statistrmormally constitute an important portion of
the topic; the audience members are usually magag#ér an interest in the topic, but they want
to hear only the critical elements; speaking timk eften be as short as 20 minutes but may run
longer than an hour; and the presentation is ndyrf@lowed by questions and discussion.

Preparation
A successful briefing typically requires condensimbigngthy and complex body of information.

Since speaking rates should not exceed 100 to IBAswper minute, a 20-minute presentation
limits you to about 2,000 to 2,500 words. If yoe @ communicate effectively under such
conditions, you must plan carefully. Begin by askiwo questions. First, how long should you
plan to talk? Usually there is an indication of thicceptable presentation length. It may be the
custom in an organisation to take a given allotiete for a briefing. If the time is severely
limited, then the need for topical priorities isvalus. This leads to the second question: What
are the purposes of the briefing? Is it to ramecern about problems that have been uncovered?
Is it to add to the knowledge of audience membens?it to give them conclusions and
recommendations for their decision making? Quastisuch as these illustrate the general
objectives of the report. After answering theseggions, you should develop a detailed outline
of what you are going to say. Such an outline Ehoantain the following major parts:

1. Opening A brief statement, probably not more than 1@eset of the allottted time, sets the
stage for the body of the report. The opening khbe direct, get attention, and introduce
the nature of the discussion that follows. It ddaexplain the nature of the project, how it
came about, and what it attempted to do.

2. Findings and Conclusions The conclusions may be stated immediately afteropening
remarks, with each conclusion followed by the firgsi that support it.

121



3. Recommendations Where appropriate, these are stated in the tlstage; each
recommendation may be followed by references tatmelusions leading to it. Presénted in
this manner, they provide a natural climax to tegort. At the end of the presentation, it
may be appropriate to call for questions from thei@nce.

Early in the planning stage you need to make twthéu decisions. The first concerns the type
of audiovisuals (AV) that will be used and the rofhey will play in the presentation. AV
decisions are important enough that they are oftade before the briefing outline and text are
developed.

Then you must decide on the type of presentatiiil you give a memorized speech, read from
your manuscript, or give an extemporaneous presenfa We rule out the impromptu briefing

as an option because impromptu speaking does val/gnpreparation. Your reputation and the
research effort should not be jeopardizedvamging it'.

Memorization is a risky and time-consuming coursddiow. Any memory slip during the
presentation can be a catastrophe, and the dels@ugd stilted and distant. Memorization
virtually precludes establishing rapport with thedi@nce and adapting to their reactions while
you speak. It produces a self or speaker-centgrprbach and is not recommended.

Reading a manuscript is also not advisable evamgthaany professors seem to reward students
who do so (perhaps because they themselves get witfayt at professional meetings). The
delivery sounds dull and lifeless because most lpeane not trained to read aloud and therefore
do it badly. They become focused on the manustoighe exclusion of the audience. This
head-down preoccupation with the text is clearipipropriate for management presentations.

The extemporaneous presentation is audience cdngré made from minimal notes or an
outline. This mode permits the speaker to be agtaonversational, and flexible. Clearly, it is
the best choice for an organisational setting.p&aion consists of writing a draft along with a
complete sentence outline and converting the maimtgto notes. In this way, you can try lines
of argument, experiment with various ways of exgirgg thoughts, and develop phraseology.
Along the way, the main points are fixed sequelytial your mind, and supporting connections
are made.

Audiences accept notes, and their presence doedensim allaying speaker fears. Even if you
never use them, they are there for psychologigapsu. Many prefer to use 5-by-8 inch cards
for their briefing notes because they hold morenmfation and so require less shuffling than the
smaller 3-by-5 size. Card contents vary widely, lvere are some general guidelines for their
design:

* Place title and preliminary remarks on the firstca
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* Use each of the remaining cards to carry a majoicseof the presenttion. The amoant of
detail depends on the need for precision and teakgy’s desire for supporting inforitation.

* Include key phrases, illustrations, statistics,edaand pronunciation guides for difficult
words. Include also quotations and ideas that fegaating.

* Along the margin, place instructions and cues, sashSLOW, FAST, EMPHASIZE,
TRANSPARENCY A, TURN CHART, and GO BACK TO CHART 3.

Delivery
While the content is the chief concern, the spéakaeglivery is also important. A polished

presentation adds to the receptiveness of the memliebut there is some danger that the
presentation may overpower the message. Fortynétel typical research audience knows why
it is assembled, has a high level of interest, doels not need to be entertained. Even so, the
speaker faces a real challenge in communicatireg®@iely. The delivery should be restrained.
Demeanor, posture, dress, and total appearancé&ddmappropriate for the occasion. Speed of
speech, clarity of enunciation, pauses, and gesaltglay their part. Voice pitch, tone quality,
and inflections are proper subjects for concerrher® is little time for anecdotes and other
rapport-developing techniques, yet the speaker geisind hold audience attention.

7.7 Review Questions

1. What information should be included in a reseaegort?

2. Research reports often contain statistical magemédlgreat importance that are presented
poorly. Discuss ways to improve statistical presgon.

3. What major problems do you personally have withtingi good reports? What can you do
about these problems?
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EXAMINATIONS

MT. KENYA UNIVERSITY
END OF SEMESTER EXAMINATION

PAPER |

COURSE CODE: BBM/SBC 323
COURSE TITLE: Business Research Methods
TIME: 2 HOURS

INSTRUCTIONS: ANSWER ALL QUESTIONS IN SECTION A AND ANY OTHER TWO
QUESTIONSIN SECTION B

SECTION A
QUESTION 1: (30 Marks)

a. i. Define the term research.
il. How does research differ from business reséar@Ghmarks)

b. You have received a research report done by a tansdor your firm, a life insurance
company. The study is a survey of morale in the dafiice and covers the opinions of
about 500 secretaries and clerks plus about 10€uéxes. You are asked to comment on its
quality. What will you look for? (10 marks)

c. Distinguish between
a) Direct and indirect questions
b) Open-ended and closed ended questions (4 marks)

d. Explainfour qualities of an effective Literature review in@posal (8 marks)
e. In a certain industry, a machine fills packets vdgfiice which are supposed to have a mean
weight of 40 grams. A random sample of 36 paclsetaken and the mean weight is found

to be 42.2 grams with a standard deviation of @ngtaCarry out a test at 5% level of
significance. (4 marks)
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SECTION B
QUESTION 2 (20 MARKS)

a. An automobile manufacturer observes the demandd brand increasing as per capita
income increases. Sales increases also follow ilowrest rates, which ease credit
conditions. Buyer purchase behaviour is seen tddpendent on age and gender. Other
factors influencing sales appear to fluctuate atm@mdomly (competitor advertising,
competitor dealer discounts, introductions of cotitipe new models).

0] If sales and per capita income are positively eelatclassify all variables as
dependent, independent, moderating, extraneoustesvening.
(i) Comment on the utility of a model based on the tiygsis. (12 Marks)

b. What are the essential differences among nomandinal, interval and ratio scales? (8
Marks)

QUESTION 3 (20 MARKS)

a) Briefly explain any five reasons why business/mangemanagers need to know about
research. (10 Marks)

b) Using examples from the business world, brieflycdiég the following research designs:
) Basic research
(i) Historical research
(i)  Applied research. (10 Marks)

QUESTION 4 (20 MARKS)

Junior Academy is a medium cost private schoolroffeboth IGSE (Intermediate Certificate of
Education) curriculums.The administrations is coned with low enrolment in the school.
Preliminary investigtion attributed the low enrolmeto factors: poor exam results, fee
increaments, exodus of teachers and corporal pameishbeing administered on students.

(1) Identify and clearly state the research problethis situation. (4 Marks)
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(i) List the variables in this context and label thesndependent or independent. (4
marks)
(i)  Write three null hypotheses and three alternatwe-directional hypotheses for this
study. (6 Marks)
(iv)  Briefly describe the main steps that a researctwrdvfollow in conducting a study
based on the described situation above. (6 Marks)
QUESTION 5 (20 MARKS)

a. Distinguish between the following methods of phng: (8 Marks)
0] Stratified sampling and cluster sampling.
(i) Systematic sampling and simple random sampling.
(i) Accidental sampling and snow ball sampling.
(iv)  Quota sampling and multi-stage sampling.

b. What are the major steps in the sampling dgsigoedure? (5 Marks)
c. What are the benefits of sampling over censtud?arks)
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MT. KENYA UNIVERSITY
END OF SEMESTER EXAMINATION

PAPER Il
COURSE CODE: BBM/SBC 323
COURSE TITLE: Business Research Methods
TIME: 2 HOURS

INSTRUCTIONS: ANSWER ALL QUESTIONS IN SECTION A AND ANY OTHER TWO
QUESTIONSIN SECTION B

SECTION A

Question 1 (30 Marks)

Selecting a topic of interest, prepare a short gsap (summary) that should contain the
following items:

i. A brief statement of the research problem.

il. Research objectives

iii. Summary of literature to be reviewed

iv. Methodology / research design

v. Preliminary information on the expected findings

SECTION B
QUESTION 2 (20 Marks)

The term fiterature” refers to the analysis of textbooks or manuscriptéerms of a literature
review, “the literature” means the works the reskar consultedin order to understand and
investigate the research problem. A literatute eeviherefore is an account of what has been
published on a topic by the accredited scholarsrasdachers. Therfore one can conclude that
literature review is an important ‘organ’ in a rask proposal. Explain the importance of
literature review in Review.
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QUESTION 3 (20 Marks)

What information should be included in a reseasgort?

Many students encounter various challenges in theree process of writing a
comprehensive research report. What major probldmsyou personally have with
writing good reports? What can you do about tlpgeblems?

oo

QUESTION 4 (20 Marks)

a. In your company’s management development progrdmaret was heated discussion
between some people who claimed, ‘Theory is imprakcand thus no good’, and others
who claimed, ‘Good theory is the most practicalrapph to problems’. What position
would you take and why?

b. Explain the following terms used in business redeanethods:

I. Sample
ii.  Population
iii.  Census

QUESTION 5 (20 Marks)

A major corporation agrees to sponsor an internalyson sexual harassment in the workplace.
This is in response to concerns expressed byferaiale employees. How would you handle the
following?

a) Sample collection

b) The communication approach (self-administeredptetee, personal interview, mixed)

c) The purpose: fact finding, awareness, relationbhifding and change.
d) Minimisation of response and nonresponse error.
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